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Abstract—In the context of multi-agent resource allocation
problems, fairness is a paradigm shift in the recent past. An
efficient scheduler always allocates resources to the ’best’ agent.
Some of the agents, who are most often in ’bad’ conditions,
are starved and fair schedulers are defined in this context.
In this paper, we are interested in the actual gains obtained
by the otherwise starved agents, due to fair schedulers. We
propose a new notion of fairness, via a constrained optimization,
which directly indicates the gains. In general, this constrained
optimization is an infinite dimensional problem and the primary
contribution of this paper is to reduce it to a tractable
finite dimensional zero finding problem. We indicate iterative
algorithm(s) which achieves the notion of fairness defined in this
paper. We also compare it with some of the existing notions of
fairness.

Index Terms—Fairness, Resource allocation, Infinite dimen-
sional convex optimization, Stochastic approximation, Wireless
communications

I. INTRODUCTION

In resource allocation problems, agents may have homoge-
neous (similar) or heterogeneous job requirements. In hetero-
geneous cases, one of the important aspects of performance
is the distribution of the accumulated gains across various
agents. Fairness is an appropriate measure of evaluating the
resource allocation schemes in such scenarios.

In many such problems, the resource allocated might be
common across the agents but the utility derived by an
agent depends upon the agent. Further there can be random
variations in the utility derived based on the random state of
the agent, at the time the resource is allocated. For example,
consider a wireless communication system with a number
of agents (mobiles) competing for resources from a single
base station. The common resource to be allocated could be
a time slot, while the utility derived could be the amount
of information conveyed during the time slot, which in turn
depends upon the state of channel between the agent allocated
and the base station. Opportunistic resource allocation takes
advantage of the time variations in the states of the competing
agents and allocates resources to the users with "best’ state.
This approach is shown to be advantageous when the random
time variations in states of the agents are independent across
the various time slots at which the allocation decisions are
made. This approach results in an ’efficient’ solution (see
for e.g., [5], [11] and references therein), wherein the overall
utility accumulated, because of such allocations, over all the
time slots and over all the agents would be the maximum.
This is a desirable feature from the point of view of the
central unit (CU) allocating the resources. This however can

regularly deprive the agents, whose states are "bad’ with high
probability, resulting in very small or almost negligible utility
accumulations for them. This is not acceptable from the point
of view of the starved agents and that lead to the notion of
fairness.

Fairness is a well studied concept (see [5], [4], [3], [11]
and references therein). The notion of proportional fairness is
introduced by Kelly et.al. [1] and a recent survey of various
aspects related to fairness is available in [2]. Fairness is
studied either via Jain’s index ([3]) or is achieved by the
CU optimizing a certain concave function of the accumulated
utilities called «-fair function ([5], [11], [4]). Well known
notions of fairness, namely proportional fairness, max-min
fairness, etc., are achieved in this manner. A recent work
([4]) develops a family of fairness functions, parametrized
by two numbers, which unify all the previously developed
fairness measures. They show that this is the only family of
functions satisfying four simple axioms of fairness metrics.

In this paper, we focus on a completely different view point
related to the same problem. The central question asked here
is "How much exactly is the improvement of the accumulated
utilities of the starved users because of fair allocation ?” We
obtain some answers in a very simple scenario, when one
uses «-fair schedulers ([5], [11]).

Few answers

Let there be M agents with m € {1,---,M} being a
typical agent. Let u = (uy,--- ,ups) represent the vector of
(random) instantaneous utilities of all the M agents and let
B = (B, -+ ,Bam) represent the scheduler in the following
sense: 3, (u) represents the probability with which agent m
is allocated given that the current vector of instantaneous
utilities equals u. An a-fair resource allocation [ is obtained
by maximizing the following function ([5], [11]):
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Here 1,, () is the accumulated utility of agent m and by [11,
Lemma 1] the above a-fair scheduler satisfies the following:

U u;
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We first consider an extremely simplified scenario and obtain
the following result about the accumulated utilities {@,.q }
(proof in Appendix A).




Theorem 1. Consider a scenario with instantaneous rates
given by uy, = amXm, where { X, }m<nr are 1ID random
variables and a,, > 0 is a constant for every m. That is, the
instantaneous utilities of the agents are identically distributed
except for constant multipliers.

i) When a proportional fair scheduler (when o = 1) is
used the accumulated utilities are proportional to their
‘mean value’ i.e., to a,:

Upm;1 = AU With constant U, := B[ X Ilj2mlix, >x,}])-

ii) With two agents (i.e., M = 2), the one with larger a,,
(w.l.g. let az > ay) will have higher accumulated utility
when an efficient scheduler (o« = 0) is used and this
accumulated utility decreases while that of the lower
utility agent (i.e., agent 1) increases as the fairness factor
increases (i.e., as « increases):

a) U,0 > U1,05 b) As « T o0, U2:q 1 and UT;a T . <>

In a rather simplified scenario of Theorem 1, we could
predict some properties of the accumulated utilities as a
function of fairness factor, a. We could probably extend
some of these results little more, may be when restricted to
the setting of Theorem 1 or probably under slightly weaker
assumptions. But it not clear whether these answers can be
obtained under fairly general assumptions.

Alternatively, these answers can directly be obtained, if
fairness is achieved by demanding a lower bound on the
accumulated utilities of the starved users. So, we propose
a constrained optimization to achieve a ’fair’ scheduler (see
Section III). In general, this is an infinite dimensional linear
optimization problem with linear constraints. We reduce this
to a finite dimensional optimization problem and following
are the intuitive ideas behind the same. The instantaneous ef-
ficient decisions (without considering fairness) always chose
the one with maximum instantaneous utility. It is clear that,
to achieve fairness, one needs to deviate from the efficient
decisions for some values of instantaneous utilities. It is also
intuitive that we obtain the best, even under the ’fairness’
constraints, if these deviations from the efficient decisions
are made when the deviations result in *minimal’ losses. In
[9], [10], Kleinrock et. al. introduced a class of priority based
scheduling algorithms in the context of queuing systems
with multiple classes of customers, wherein a scheduling
decision is made after multiplying the waiting time of the
longest waiting customer of each class with a priority factor
assigned to the class. We observe that a similar parametrized
class of schedulers can achieve the required 'monotone’ shift
of efficient decisions and prove that achieving fairness is
equivalent to choosing an appropriate priority factor.

We make precise these concepts in this paper and show
further that the fairness constraint optimization can be solved
using a very simple iterative zero finding algorithm, whose
complexity is similar to the complexity of the original « fair
scheduling algorithms of [5].

In Section II the problem is introduced. In Section III
one family of fair schedulers are introduced while the other
extensions and comparisons are discussed in Section V.

Conclusions and future directions are also discussed in the
same section. Numerical examples are provided in Section IV
and the proofs and related details are provided in Appendices.

II. SYSTEM AND BACKGROUND

A common resource is shared by M agents. Upon alloca-
tion of the resource, agent m gains a utility wu,,, where wu,,
is completely determined by its state h,,. The state of the
resource h,, is a random variable and is independent across
the agents. The time is divided into slots and resource is
allocated once in a slot. We are interested in the accumulated
utilities, or equivalently the time averages of the utilities and
we study the same via their expected values. The state h,, for
any agent m is an identical and independent process across
the time slots. We assume that the instantaneous utilities
{um} are deterministic functions of the states {h,,} and
to simplify the notations we work directly with the random
utilities {u,, }. We assume w,,, € U,,, where U,, is a subset
of R. The agents are interested in the average utility obtained
by themselves:

Um(B8) = Elumfm(u)] with u:= (uq,ug, - ,upr).

The aim of a central unit (CU) is to obtain a scheduler 5 =
(81, -+, Bm) which achieves a ‘given goal’ with respect to
these average utilities.

This resource allocation problem is a typical example of
a multi agent game theoretic problem in which the central
unit (CU) also participates. The utility of an agent competing
for resources is obvious: it is the utility accumulated by the
agent due to allocations (u,, for agent m). On the other hand
the utility of central unit (CU) in the game theoretic context
will depend upon its objective, like for example, fairness-
efficiency trade-off, level of fairness, etc., (see [11] for more
details). We do not pursue the game theoretic approach in this
paper, rather transfer the goals of the individual agents to the
CU itself. It is the CU which ensures that the ‘fairness’ goals
of all the agents are satisfied, whenever possible as would be
evident in the sections below.

Efficient scheduler

As already mentioned the CU can have varying objectives
depending upon the design. If its gain is based solely upon the
total utility transferred, irrespective of the agent that received
the utility, it is would naturally schedule in every time slot the
agent with maximum instantaneous utility. This is a situation
in which the CU maximizes the sum of the average utilities
over an appropriate domain:

T

with T(B) := > i (8) = E

Zumﬁm(u)] .

We next describe the domain of optimization 2. Let ||.||2
represent the L2-norm, i.e., ||un,]2 = v/ E[u,]. We extend
this naturally to any 3 = (81, -, Bn) € L? (we still denote



this space by L?) by

1811z = ¢Z 1Bz = \/Z E[g2,)

Now the domain of optimization 2 C L2, is defined as below:

Q:={B: My, — [0,1]M; Zﬁm(u) =1

m

for any 3 € L°.

for all most all u}. (2)

The scheduler maximizing (1) is called an efficient sched-
uler and it is easy to see in this case that the efficient
scheduler is given by

Bfr{f(u) = IL{arg maxy up=m}- 3)
Let u¢// denote the corresponding accumulated utilities, i.e.,
ai{f = am(ﬂeff) = -E[uﬂ%]l{argmax;C uk:m}] (4)

III. FAIRNESS VIA CONSTRAINED OPTIMIZATION

Consider a simple example scenario with two agents. The
states of one agent is better than the other with probability
one, i.e., assume wu; > ug with probability one. In this
case, if CU uses efficient scheduler (3), then agent 2 is
never allocated a resource and its average utility is zero.
Similarly, if an agent has its utility lesser than the other
agent with high probability, he would obtain non zero utility,
but nevertheless would be a very small quantity. So, such
agents are discouraged to use the facility offered by the CU.
This calls for a different scheduler which ensures that all
the agents obtain ‘satisfactory’ utility. That is, the scheduler
should ensure every agent obtains a fair share for himself.
The fair shares” could depend upon

1) the context (e.g., in wireless communications, user with
data transfer requests can wait longer than the user with
a communication call request),

2) the price paid for service (e.g., one class of users might
be willing to pay more to obtain better service),

3) type/size of requests (e.g., some users might require
short jobs while others might require service for longer
duration) etc.

When one deviates from the efficient scheduler (1) to obtain a
required level of fairness, it is clear that efficiency is reduced.
So, the goal of this work is to introduce a class of schedulers
which maximize the efficiency under the constraint that
fairness is maintained to a ‘required level’.

We begin by introducing the following notion of O-
fairness (with a given © := (0,604,605, -+ ,0,)), given by
the following constrained optimization

B5 = argmaxT(8) with T(8):= 3 wm(B)

m

subject to Uy, (8) > O, for all m > 2. (5)

Here without loss of generality, we assume aif F> aclf for
all m > 2.

In general, problem (5) is an infinite dimensional con-
strained optimization problem and it is difficult to solve the

same. However, we show that a finite dimensional scheduler
optimizes the above problem and towards this, we consider
the following sub family of schedulers inspired by delay
priority schedulers ([9]):

Q= {B(b) = (Bi(b), B2(b), -+, Brs(b)) with
ﬁm(b)<u> = ]l{argmaxk ukbk:m}} . (6)

The intuitive reasons for this choice is already discussed
in Introduction. As seen from (6), the family of priority
schedulers are parametrized by the finite dimensional vector
b = (b1,be, -+ ,bar). Throughout we assume b; = 1 while
b, > 1 for all m, which obviously improves the utilities of
lower utility agents.

Assumptions

Without loss of generality (w.l.g.), we assume that the
agents are arranged in the increasing order of their efficient
utilities, i.e., aiff > ﬂgff~-~ > aﬁf. We assume a
work conserving principle, i.e., the CU always schedules
the resource whenever there is a utility to be transferred
(.e., Zm By = 1 for all states with non zero utilities, i.e.,

whenever u # 0) . We work under the following assumptions.

A.1 Assume Prob(u,, < 0) = 0 and E[u?] < oo for all
1<m< M.

A.2 When 6,, > 0, we assume 6,,, > ﬂf,{f for all m > 1.

A.3 The set of constraints in problem (5) are achievable, in
fact there exists at least one 8 € Q such that: @,,(5) >
0,, for all m with 6,, > 0.

A.4 The instantaneous utilities wu,,, are continuous random
variables for each m, i.e., they have density. These
processes are also independent across the agents.

We immediately have the following two results, whose
proofs are in Appendix A.

Theorem 2. There exists a solution for problem (5) in €,
under the assumption A.l.

Theorem 3. The optimizer of the constrained optimization
(5) satisfies all the constraints under A.1 and A.2.

We now consider two different cases: one when the utilities
are continuous random variables (which satisfies A.4) and
one when they are discrete. We will see that €2 itself is finite
dimensional in the discrete case, while this is not true in the
continuous case, but however a reduction is possible.

A. Continuous utilities

We begin with reducing the infinite dimensional con-
strained optimization problem (with domain 2) to that of a
finite dimensional one (2"). We also establish the uniqueness
of the optimizer in .

Theorem 4. Assume A.1-4. Then,

1) There exists a B* € Q' which is an optimizer of the
constrained optimization problem (5), i.e., there exists a
b* € RM~1 and:

B* = B(b*)7 with ﬁm(b*>(u) = ]]-{arg maxy urbj=m}-



By Theorem 3, b* satisfies the fairness constraints with
equality, i.e.,

U (B*) = O for all m > 2.

2) Further for any m > 2, b}, = 1if 0,, = 0, i.e., for
those agents without constraint.

3) There exists a unique element in Q' which satisfies
all the constraints. This unique element is the unique
optimizer in Q' for the constrained optimization problem

(5).

Proof: is in Appendix A. o

A new fair scheduler : We propose the following two time
scale stochastic approximation based algorithm to obtain the
zeros of fairness constraints equation. Here k represents the
time slot.

Umk+1 = Umk + MUk (um,kl{ﬁk:m} — ﬂm,k)
for all m > 1,
Br = arg H%%X (bm,kum,k‘)7
bm,kJrl = bm,k + 6k('l-_hn,k - Gm)

for all m with 6, > 0,
(7

and with b, ;, = 1 for all m with 6, = 0. The first iteration
estimates the average utilities of agent m, while the second
iterate updates the scheduler representative b to converge
towards a point that satisfies the constraints and hence is an
optimal scheduler. The second iterate is updated at a slower
rate:

€r = Curlire{N 2N 3N AN, }}

for some large N and suitable C' > 1. In Section IV we
establish that the above algorithm indeed obtains the required
zeros asymptotically via some numerical examples.

One can alternatively consider a single time scale version,
wherein the second iterate is updated fast and is updated
directly with the help of the 1-estimate wu, 1 1,,—g, , in place
of Uy, i (for all m with 6, > 0):

®)

This algorithm is also considered in Section IV. The theoreti-
cal evidence to establish the convergence of these algorithms
and choosing the best among the possible variants, would be
taken up as a future work.

b k1 = bk + bk (U e Lig=m} — Om)-

B. Discrete Utilities

Consider a case in which all agents have discrete utilities.
Agent m can take any one of NN,, different utilities and
let N := IL,,<p Ny, define the total possible number of
instantaneous utility vectors u. By indexing each one of u
equivalently with a number 1 < j < N, one can rewrite the
domain of optimization as a subset of [0, 1]V} as below:

0= { 5= 150 Bu()}yen With fn()

€ [0,1],
Vm, j and such that)_  3,,(j) =1 for all j < N}.

Interesting point to notice for discrete case is that, €2 by itself
is a finite dimensional subset. However in this case, many
conclusions of Theorem 4 are not true and the technical
reasons for the same is discussed in Appendix A after the
proof of Theorem 4. We mainly do not have some uniqueness
properties and in Appendix B, via a simple example we
discuss the issues and advantages related to discrete case.
However Theorems 2, 3 are true and by virtue of these
one can again obtain the optimizer as a (finite dimensional)
zero of “fairness constraints equation”. One can modify the
algorithm (7), in an obvious way, to update directly the
scheduler components {3,,(j)}

U,k + Uk (Um,k]l{gg:m} - ﬂch)

amJH—l -
for all m > 1,
Br = arandom allocation generated with

probability vector (51 (ug),- -

ﬂm,k—‘rl(uk) =

s Btk (ug))
Bk (Uk) + €x(Um,x — Om)
for all m with 6,, > 0 and

1= " Buasi(uy); with
m:6,, >0
arg max U, , the efficient decision.
m

9

Of course the required projection has to be take care in
updates of {f,,r}. However we do have an issue: not
all the zeros are optimizers (see Appendix B). Further the
dimension of €2 increases with the number of states and or
the number of agents and this increases the computational
complexity. In such cases, one can approximate the optimal
scheduling policy with that of an appropriate ‘continuous
counterpart’ and this procedure is explained in the technical
report ([12]). Since there exists a unique zero in €’ in
continuous case which is also the maximizer, we expect this
to represent approximately the optimizer of the discrete case
also, whenever the dimension is large.

Bz kr1(ug) =

*

mk =

IV. ILLUSTRATIVE EXAMPLES
A. Continuous utilities: Example 1

By Theorem 4, ©-fairness is achieved by an unique zero
of the equation representing fairness constraints in the finite
dimensional €)'. We begin with a very simple example of
uniformly distributed utilities and obtain the required unique
zero, and thereby achieve the required ©-fair scheduling,
using the single time scale algorithm (8).

We consider a three agent example, with agents having
utilities {u,,} that are uniformly distributed between 0 and
Umaz = [4,1.8,1]. The efficient utilities of the three agents,
for this example, can easily be estimated and they equal
[1.946, 0.245, 0.027]. We can see that the agents 2 and 3
are starved and we would like to obtain an © = [0, 0.6, 0.1]
scheduler in Figure 1. We notice that the average utilities
U, as well as the scheduler representatives bo i, b3k
converge within 4000 iterations to satisfy the fairness con-
straints. For larger systems (as considered in the coming
examples) the convergence might be slower, but would still
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Fig. 1. Example 1 (Uniform utilities): Two simulation runs with different initial conditions. Convergence of iterates i, j, in the left figure (satisfying
the constraints) and Convergence of iterates [ba 1, b3 1] in right figure. With single time scale algorithm, @,  is used only for illustrative purposes.
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Fig. 2. Example 2 (Rayleigh states): Two simulation runs with different initial conditions. Convergence of iterates i, j in the left figure and Convergence
of iterates by, in right figure

Initial b b converges to Final utilities

1 2.00 2.00 2.00 | 1. 1.087 1.127 1.135 | 2.496 2.103 1.299 0.736
1 1.50 1.50 1.50 | 1. 1.083 1.112 1.126 | 2.424 2.085 1.350 0.772
1 2.00 1.50 2.00 | I. 1.084 1.122 1.137 | 2.506 2.120 1.251 0.754
1 2.10 1.90 1.60 | 1. 1.085 1.130 1.133 | 2.462 2.106 1.300 0.760
1 1.20 1.30 1.40 | 1. 1.076 1.097 1.110 | 2.491 2.106 1.277 0.768
1 1.10 1.15 1.18 1. 1.085 1.101 1.115 | 2.492 2.081 1.315 0.753
1 140 1.40 1.40 | 1. 1.081 1.107 1.120 | 2.434 2.093 1.346 0.761
1 1.80 1.80 1.80 | 1. 1.081 1.125 1.133 | 2.431 2.099 1.326 0.772

TABLE I
CONTINUOUS UTILITIES EXAMPLE 2: DIFFERENT INITIAL CONDITIONS, BUT CONVERGENCE TO THE SAME LIMIT



be comparable to that of the existing fair schedulers ([5]).
With two time scale version (7), the convergence is much
slower.

B. Continuous utilities: Example 2

We consider the context of wireless communications and
look at the following problem: M cellphones are competing
for resource from a single central unit or base station. In this
context, h,, represents the channel state between the base
station and user m. For any agent m, h,, is a continuous
random variable and {h,,} are independent across the agents
and independent and identical across the time slots. We
assume that h,,, is a Rayleigh random variable. The maximum
rate (capacity) at which data can be transferred over the
communication channel is the utility u.,,, derived by agent
m when allocated the resources. This (capacity) utility w,,
is a deterministic function of h,, and is given by,

Um = 109(1 + hgn)'

We consider the case with 4 agents (M = 4) and the Rayleigh
parameters of the 4 agents are given by [20, 15, 12, 10]. The
goal here is to see

1) The convergence of expected utilities for different
agents.

2) Existance of unique zero of the fairness constraints
equation”, i.e., convergence of vector b irrespective of
the initial condition.

The efficient scheduler results in the following accumulated
allocations:

a’// = [3.618,1.784,0.867,0.426].
The fairness constraint vector © is set as,
0 =10,2.1,1.3,.75].
The other parameters of the two-time scale algorithm (7) are
pr = 1/k +0.01/k%, N =100 and C = 50.

That is, fairness parameters {b,,  } are updated once in 100
steps. For the example at hand, we found these to be a good
set of parameters. Rayleigh distributed random variable h
with parameter o is generated from uniformly distributed
random variable U via the following transformation:

h = o0+/—2logU.

Observations

Figure 2 illustrates the convergence behavior of the iterates
of algorithm (7) while Table I studies the limits of the same
algorithm. In the left figure one sample in 250 samples is
plotted while in the right figure one in 200 samples is plotted.
This is done for the clarity of the figures. From table, it
can be seen that the expected utilities converge and all the
fairness constraints are satisfied within a negligible margin
of error, irrespective of the initial conditions, as established
by Theorem 4. Thus this algorithm can be used to obtain the
required zero and thereby to implement the ©O-fairness for
any given O.

C. Discrete case

We now consider an example with discrete utilities i.e.
the case when A.4 does not hold. Here (2 itself is a finite
dimensional set but the computational complexity increases
as the size N (see Section III-B) increases. We present here a
method, wherein the ©-fair scheduler of the discrete scenario
can be well-approximated by the scheduler of an appropriate
continuous case and this approximation is good when the
cardinality N is large. We continue with the example of
wireless communication problem from the continuous case
study, but with a difference. Here the system supports only
a finite number of transfer rates, say cellphone m can be
supported by one of the rates given

Uy, = {0,10g(1+02)),10g(14-(26,,)?), - - , 10g(1+( N1 )?) },

where J,, > 0. The channel state h,, is Rayleigh as in
previous example, but now the utility of the mobile m is

Uy, = max{u € Uy, : u < log(1 +h2).}

Clearly as (6, N;m) — (0,00), wy, — log(1 + h2)) for
almost all h,, and we approximate such cases with the
continuous case of the previous example.We consider one
such case in which all the agents are having equal number
of transfer rate choices, i.e, N,, = N; for all m. In
this experiment we calculated {d,,} such that the Rayleigh
density of every mobile at §,,/N; (every channel state after
this value is supported by the common highest rate) equals
90 percentile value. All the other parameters are same as in
the previous example, including ©.

We again use the algorithm (7), even when it is a discrete
case. The results are tabulated in Table II. Interestingly even
up-to the case with N; = 20, all the constraints are (well)
satisfied approximately, by an element from S(b) € ¥/, to
which the algorithm converges asymptotically. From Theo-
rem 3 (which is true even for the case with discrete utilities)
the optimizer satisfies the constraints. More interestingly, the
scheduler representative b is close to the corresponding one
in the continuous case. And we know in the continuous
case that the (unique) zero of the constraints equation is
the maximizer. Thus we expect the (approximate) zeros so
obtained to be the O-fair schedulers even for the discrete
case. We do notice from the same table that for the case with
N; = b, the constraints are not satisfied. Thus this method
is not accurate, when the cardinality of the utility space is
small. However in such cases the dimension of € itself is
small and once can directly use the algorithm (9) indicated
for the discrete case.

V. EXTENSIONS, COMPARISONS AND DISCUSSIONS

One can generalize and define f-fairness for M -agents as
in the following. Let f = (f1, -+, fm) : RY — RY be
any given measurable function and define, f-fair scheduler
as:

Bl = arg max XL: u;(3)

subject to fi, (@1 (B),- - ,ap(5)) > 0 for all m. (10)



N, Initial b b converges to Final utilities

continuous | 1, 1.4, 1.4, 1.4 | 1. 1.081 1.107 1.120 | 2.434 2.093 1.346 0.761
40 1,14,14,14 | 1.1.124 1.112 1.092 | 2.020 2.130 1.319 0.759
20 1,14,14,14 | 1.1.179 1.130 1.087 | 1.899 2.008 1.299 0.750
5 1,14,14,14 | 1.2.600 1.000 1.000 | 1.620 2.119 1.014 0.008

TABLE I
DISCRETE UTILITIES EXAMPLE: THE ALGORITHM (7) PERFORMS WELL FOR N7 = 20 OR MORE

Note that f,,(u) = u,, — 6,, gives the notion of ©-fairness
introduced earlier. One can explore other options via this
general definition. For example, we are interested in the
following function:

U

fm(umflaum) = — YmUm—1 for all m > 1.

Essentially we are interested in maintaining the ratio:

Uy

— > Y, for all m > 1.

Um—1
The functions of this type can equivalently be represented
using the vector I" := (1,72, -+ ,as) and the corresponding
fairness can be termed as I'- fairness.

All the proofs go through for this notion of fairness also.
We just mention few differences. Theorem 3 will go through
in a similar way if we assume as in Assumption A.2 that we
aim to promise better returns for starved agents, which are
better than what they could obtain using efficient scheduler,

that is:
uelf
vm>ﬁf0rallm>1.
umfl

In step 17 of Theorem 4 we will have
by, =1+ 0}, — Ym0y, for all m > 1.

To prove Theorem 5 version for ['-fairness, if possible
consider two vectors b, ¢ both of which satisfy the ratio con-
straints and such that b # c. Then if w.l.g. @;(b) > 41(c),
and then to maintain the ratios we will need recursively
that @,,(b) > U (c) for all m. Which is not possible
because of work conserving principle. When @, (b) = @1 (c),
then again recursively to maintain the ratios, we will have
Um (b) = Uy, (c) for all m. In all, this means we might have
b # c but with 4,,(b) = 4,/ (c) for all m to satisfy the
ratio constraints. But this is immediately contradicted by the
existing Theorem 5.

Comparison with existing notions of fairness

The unconstrained optimization (with © = (0,0, - - -
gives efficient scheduler.

When I" = (1,--- ,1) we obtain the max min fairness as
this ensures all agents have equal utility.

There exists a I' which defines the proportional fair sched-
uler. For example, for the case considered in Theorem 1 given
in the Introduction and using the same theorem, I' defined
by

,0))

achieves proportional fairness. This is possible because for
any given I' there exists an unique vector of accumulated
utilities. This is true because of the work conserving principle
as explained in the previous paragraph while indicating the
proof of Theorem 5 for the case of I'-fairness. We can also
achieve this via ©-fairness as given below.
As mentioned in the introduction, every a-fair scheduler
satisfies the following equation ([11, Lemma 1])
X .
Bmza(u) = {argmaxm/(ﬂm/;a)iaum/:m} with

Elum B (u)].

Um;a =

This implies «-fair scheduler is obtained by the priority
schedulers of Section III with priority factors

_ «
by, = (ma) for all m > 2.

Um;a

For every « there exists a © such that the ©% scheduler of
this paper obtains the corresponding « fair scheduler and in
fact O = [0, U2 - , Unsia)-

Conclusions and Future directions

In this paper, we introduced a notion of fairness which
provides direct information about the improvement of the
accumulated utilities of the otherwise starved agents. Via a
series of theorems we proved that this type of fairness can
be achieved by algorithms whose complexity is similar to
those already proposed in literature for the other notions. The
notion introduced here has some connections to the research
done before. For example, in wireless communications which
has to support both data calls (Ilengthy connections which can
wait) and voice calls (impatient and short calls, which drop-
off if all the servers are busy), it is proposed to optimize the
average waiting time of a data call while ensuring that the
drop probability of a voice call is below certain acceptable
limit.

We also introduced I'-fairness which ensures that the ratios
of utilities of any pair of agents is better than that achievable
using efficient scheduler. Using this we can achieve the ex-
isting notion of max-min fairness. In an extremely simplified
scenario (Theorem 1), we showed that with a Proportional
fair scheduler the accumulated utilities are proportional to
their means. Once the mean of the instantaneous utilities
(Euy], -+-, Elup]) of all the agents are known (one can
easily estimate the mean), one can actually implement a
fair scheduler which ensures that the accumulated utilities
of various agents are proportional to their own mean values.



For example, one can achieve this using I'-fairness defined
in this paper for

o (q Elw]
T = <1, oA

St )

We would like to complete this analysis and investigate more
on these aspects in future.

In this paper we indicated few iterative algorithms to
implement the new notion of fairness. We would like to
study their convergence properties. In view of Theorem 4
alternatively, one may obtain this as the optimizer in ' and
design an iterative algorithm to achieve the same. The case
with discrete utilities needs to be explored more.
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APPENDIX A

This appendix contains all the proofs of the theorem given
in the main body of the paper. It also contains the theorems
and lemmas used for establishing those theorems.

Proof of Theorem 1: The first part is easily evident by
substituting {a., 4.}, into the fixed point equation given
above the theorem. For the next two parts, we have the case
with M = 2. When a = 0, because X 4 Xo:

g0 = a2B[Xolia, x50, %3]

GQE[Xl]l{agX1>a1X2}]
a2 E[X11 {4, x,>a,x,}]» because az > a1,
a1

an

vV Vv

E[X11{4,x,>a,X,}]> because az > ay,

U1;0-

Define £% := ay (U1,4)” /a1 (U2;0)" and define
V](_! = E[Xl]l{X1>§°‘X2}] and
I/g = E[Xl]].{xlggax,z}]. (12)

Clearly either v{* 1 and v§ | with « or the vice-versa (note
v + v§ is a constant for all a)). Note (as in previous step)
by fixed point equation that, 4%, = an,vs, for all m and
hence that £* = (a1 /a2)* H(v{/v§)®. When o = 0, while
proving the first part of theorem we see that vy > 1/ (see
inequality 2 in equation (11)).

Now if v§ 1 and v{ | with a 1, then v$'/v{ 1 and then
vg'/ve > 1 for all @ > 0 and hence we also have £~ |. But
then from (12) v{* 1 which is a contradiction. Thus, v{* 1
and v§' | with o 1.

Proof of Theorem 2: Clearly 2 is a convex subset of L?
and L? is a Hilbert space. Consider a smaller subset of
which defines the constraints of (5) as below:

Qo ={B€Q: Uy >0, for all m >2}.

By linearity of the map 8 — u,,(8), Qs is also a convex
subset.

Further it is a closed subset. To see that, if there exists
a subsequence {8" = (87, --,8%)} C Qy with " —
in L? norm. Then, 8™ — 3 in probability and this implies
the existence of a subsequence along which g™ — [ almost
surely. The almost sure convergence gives us that:

1< pB(u) <1 and Zﬁm(u) =1 for almost all u.

Further by dominated convergence theorem ,,(8™) —
U (B). Thus @y, (8) > Oy, for all m, and so § € y and
hence €y is closed.

The function 3 — Y(B) = >, tm(p) is clearly linear
and is bounded because by Cauchy-Schwartz inequality:

0l = sup D> an(B)| < l‘;ﬁlglzllﬂmllzllumllz
2= m

IBlla<1 4
> Ntz < oo
m

Thus, Y is a continuous linear functional and and hence is
Gateaux differentiable function. Thus!, there exists a 5* €
Qg which maximizes Y.

Proof of Theorem 3: If say there exists a (" =
(By,- -+, Bi) which maximizes the optimization problem (5)
without satisfying the constraint with equality. That is to say
for some m with 6,,, > 0,

/umﬁ;(u)dp(u) — 6, =0>0.

IN

IWe have the following theorem from Functional analysis.

Theorem. Let K be a nonempty closed convex set of a Hilbert space V,
and let J : 'V — R be a convex Gateaux differentiable function. If K is
bounded, or if J is infinite at infinity, there exists at least one minimum of
J over K, ie.,

J(u) = infye g J(v) for some u € K.



By A2, 0,, > u¢f/ given by (4) and this implies, agent m
obtains more because of ‘non efficient’ scheduling decisions
(ones with % (u) > 0 when m # argmaxyuyg), i.e.,
P(A) > 0 where

A= {u : By, (1) > 0 when uy = mgxuk} .

The reason for the above is: the ‘non efficient’ decisions
are obtained by shifting the ‘efficient’ decisions of only the
un constrained agents (agents with 8, = 0) in favor of the
agents with constraints on non zero measure set and there
should be at least one such agent, assume without loss of
generality, this to be the agent 1.

This implies there exists a 51 > 0, 63 > 0 and a set
Bs, 5, C A such that* P(Bj; 5,.5,) > 0 where

B;, 5,

= {6;‘”(u) > 51 with Inl?XUk =wuy and Uy — Uy, > 52} .

Then a new scheduler policy is defined as the following:

C
BS 5.
B51,52'

b= 8* on
B (5T+6,7ﬂ§a"'7B;L75l7"'a67\[) on

. . s 6 .
with 0 < ¢’ < min {(51, m}. It is easy to check that,

o (B) = T (B7) — 5’/ U dP(1) > 6.

Bs, 5,
That is, the new policy still satisfies the constraint for
agent m. Also, it does not alter the decisions of any other
constrained user which implies the constraints of the other
users are also intact. Further,

Zak(ﬁ) = ZUk +5// (Ul _Um)dp(u)
k

1351 5y
> Zuk )+ 60, P B;, 52 Zuk
contradicting the optimality of 5*. o
Proof of Theorem 4 Any scheduler g =
(B1, B2, -+, Bum) satisfies that 3,, > 0 and ) B, =1
for almost all values of u = (uy,us,- -+ ,upr). And so,
/ > (tm — w1) B (0)dP(u) /uldP(u).(B)

2<m<M

And the constraints are given by:
/umﬁm(u)dP(u) > 0,, for m > 2.

2Clearly A = Un,B1 1 and so, if such a 51, 52 does not exist then
n’l

1
PA) =P (Un,m {B;‘n(u) > -~ with maxug = u1

1
and (u1 — um) > 7}) =0.

The last term in equation (13) is independent of the scheduler
£ and can be omitted for optimization and further considering
the dual variables ¢ := (0, 02,03, - ,0n) (note there is
no constraint on the first agent and hence gp; = 0) we are
interested in optimizing the following w.r.t. /3:

o=[ > |

2<m<M

| / (WP ) ~ 0, ) (14

2<m< M

m = u1) Bm ()] dP(u)

Note here that for agents with 6,,, = 0, i.e., for ones without
constraint, we set g,,, = 0 for ease of notations. For any fixed
o, we are equivalently interested in:

%13&(/ Z um 1+Qm _Ul]ﬁm( )dP( ) (15)
2<m<M
Clearly the 3, = (8],,, -+, B3s.,) defined as below:
Blo) = Mmz2l{((140,)um—u] <0} and
5;;9(11) = ]]-{argmaxk>2[(1+9k)"k u1] _m}( ﬁl»Q( )>

for any m > 2

optimizes (15). It is easy see to that the above is same as the

following (1 :=(1,---,1)):
Brmio(@) = Pm(1 4 0)(u) (16)
with 8,,(b)(u) defined as in (6), where b = 1 + p. By

Lemma 1, under A.4 this is the unique maximizer for any
given p.

The domain €2 is a convex closed subset of the Banach
space, L'. The objective function and the constraints are
both linear. The constraints are functions from 2 to Eu-
clidean space R"¢, where n. represents the total number
of constraints. We consider normed space R"™¢ with usual
partial order. By Theorem 2, which establishes the existence
of optimizer and A.3, the Duality theorem on normed linear
spaces, [7, Theorem 5] is applicable (see also [8]). Fur-
ther, the optimizer given by (16) is unique for each tuple
0 = {om} and these two give us the following:

o By the first statement of [7, Theorem 5]
max T(B) =
B ey
U (B) > O, Ym

i L
min max (B, o)

and there exists a o* which satisfies the constraints and
which achieves the minimum on the right hand side.

e By Theorem 2, there exists an optimizer 5* of (5).
Then, by the second statement of [7, Theorem 5] 5* also
maximizes £(/3, 0*). By Lemma 1 there exists an unique
maximizer 37,. for £(j3, 0*) and hence (see (16)):

B* =Bl = B(1+0%)
Note here g, = 0 for 0,, =

a7

By Theorem 3 any maximizer satisfies the constraints and l<)§
Theorems 5 and 3 there is a unique maximizer in '.



Remarks about discrete utility case: Equation (17) in the
proof of Theorem 4 is the crucial step to show that an element
from finite dimensional 2’ maximizes the constrained opti-
mization (5). This step is true by Lemma 1, which establishes
the existence of an unique optimizer for the Lagrangian
objective function L£(3, ¢) given by (14), with any arbitrary
Lagrange multiplier o. The lemma is true only under A.4,
i.e., when the instantaneous utilities are continuous random
variables. One can easily construct examples with discrete
utilities when uniqueness fails and we present one such a
simple example in Appendix B. But the rest of the arguments
would be same for discrete rates and in this case the optimizer
of (5) still maximizes L£(3, 0*), however it can also be a
convex combination of all the maximizers of L£(3, 0*) and
hence may not be an element from §2'.

Lemma 1. Under A.4, for any given o the scheduler given
by (16) is the unique maximizer of (14).

Proof: By adding the constant term [ u;dP(u) to (14)
and noticing that 8, = 1— )", (B, we are equivalently
interested in optimizing (with g1 = 0):

L) = [ Y um(1+ en)n(w)dP(w).

m

The maximizer 3], given by (16) is clearly the point-wise
maximizer of the term inside the integration. Define the
following random variables:

m* = argmax t, (1 + 0m), v = maxu, (1l + o) and
m m

~ %

= n;éax* U (1 + 0m).

mZzEm

Under A4, P(up = uy,) =0 for any k # m and hence

Pw*=a") = ZP(maxum =a";m* =k)
k

ZP(uk = gﬁ)}gum; m* =k)

k
Z Z P(ug, = um; m* =k)

<
k m#k

< DY Pug = up) =0. (18)
k m#k

If there exists any other maximizer B of (14) and say

P(A) >0 with A= {u: B5(u) # B(u)}.

Because u* is a point-wise maximum value and u* is the
second maximum,

Ug By U {u : Bl (u) # B(u), u* = ﬂ*}
{u ) £ Bw)s u — > k}

A =
Bk =

In view of (18) and because P(A) > 0, there exists at least
one k such that:

Because Bm =1 for all u,

£(B;) ~ £(B)
= [wdr) ~ [ S+ 0n)aw)dP(w)
_ / S B (w)dP(u)

‘/Z(um(1+9m)3m(u))dp(u)

m

[ 3 )" (1 + o)) P ()

/A S B (W) (" — (1 + 0))AP(u)

> / > Bnlu* —@*)dP(u) = / (u* — @*)dP(u)
A A
~ 1 1
> / (u* —a*)dP(u) > / =dP(u) = =P(Bj) >0
B; B; k k
which is a contradiction to the optimality of B. O

Theorem 5. There exists at maximum one element in )
which satisfies all the constraints of (5).

Proof: Consider the case with M — 1 constraints. The
general case goes through in a similar way. If possible,
consider b # c, such that both of them satisfy the constraint
equations. Recall by Theorem 4 that ¢c; = b; = 1. Define the
following sets:

Ajk(b) :={ujb; <ugbg} forall 1 <j k<n with j # k.
Define, A, (b) := NjzmAjm(b). Clearly,
tim (b) = Elum B (b)(0)] = Elumla,,m)-
W.Lg. say cps > bas. Then clearly,
A1 v (b) = {ur < unmby} C {wr <umen} = A, m(c).

Since agent M’s constraint is satisfied at both b and c (i.e.,
tup(b) = 0y = up(c)), the above relation implies there
exists at least one m; with 1 < m; < M and such that

by cm

Ay (b)) D Apyy mi(c) =

b, Cm,

Wlg. let my = M — 1. As,

bar cm

and cps > bys we have cpr—1 > byr—1.

by—1 cm—1

These in turn imply (for agent M — 1) that:
A17M71(b) C Al’Mfl(C) and AMnyl(b) C AM,J\471(C)~

Again because upr—1(b) = 0p—1 = @pr—1(c), there should
be at least one mo with 1 < mo < M — 1 and such that

byr—1 _ cm—1
> .

Ay vi—1(b) D A, ar—1(c) which implies

ma Cmg




W.Lg. let mo = M — 2 and this implies cpr—o > bpr—o,

bar—1 CM—1
>

and
brr—2 CM—2
by by by CM CM-1 _ CM
bar—2 bryr—1by—2  cm—1CM—2  Cum—2

Thus we have (now for agent M — 2)

A p—2(b) C Ay p—2(c), Apm—2(b) C Apv—2(c)
and Apr—1,0m—2(b) C Apr—1,m—2(c).

Thus and because @y —2(b) = @pr—2(c) there exists an
mg = M — 3 (w.l.g.) such that
byi— bar—
Ap—3m—2(b) D Apy—3 m—2(c) = bMig > M3

M—2 CM—2
Continue in the same way up to 3 and for @3(b) = @s(c)
we will need that ¢o > by so that bs/bs > ¢3/c¢o. This means
(calculating as before) for agent 2 that:

A1 2(b) C Aj2(c), and
Ap2(b) C Ay o(c) for all m.

This implies that @2(b) < @2(c), which contradicts the fact
that both of them satisfy all the constraints.

APPENDIX B: A DISCRETE UTILITY EXAMPLE

We consider a simple case with two agents. The first agent
has u; € {20,10} and Prob(u; = 10) = Prob(u; = 20)
while for the second agent Prob(ug = 5) = 1. In this
case the scheduler 8 = (1, 52), with By representing the
probability with which agent is scheduled when its utility is
20 while 3> represents the same when agent 1’s utility is 10.
In this case,

w1(8) = 20%0.5% 01 +10%0.5 % 52 and
2(B) = 5x(0.5%(1—B1)+05x(1—pS)).

For example, if the fairness constraint is @y > 6, it can be
satisfied by the following two f3’s:

(1,1—6/2.5) or (1—6/2.5,1).

Thus uniqueness of zero of ‘fairness constraints equation’
is not true in discrete case. In view of Theorem 3, it is
easy to see that among the above two, the optimizer of
5is (1,1 — 6/2.5). This scheduler obtained by changing
the 3°ff = (1,1) (efficient scheduler) only in the second
component. This component corresponds to u; = 10 and
hence is the one with lesser u; — us.

Thus, while choosing the ‘optimal’ zero of fairness con-
straint, one first needs to change the beta’s (from beta’s
corresponding to efficient scheduler) corresponding to lowest
difference utilities and then to the next lower utilities and so
on. That is exactly the intuitive reason why priority type
scheduler works with continuous utilities. We plan to explore
further these ideas in future.



