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IE 605: Engineering Statistics

Solutions of tutorial 10

Solution 1

Power of the LRT,
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where Z ~ N (0, 1) and @ is the standard normal CDF.

Solution 2
The LRT statistic is,
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supeoL(Oly1, ..., Ym)

m

Lety = > v;, and note that the MLE in the numerator is min{y/m, 6y} (see below
i=1
NOTE*) while the denominator has y/m as the MLE (Check). Thus

1, if y/m < 0o
A(y) = Gg(lieo)m—y
(y/m)v(1—y/m)ym=v>
93(1 — Ho)m—y

and we reject Hy if <c
(y/m)y(1 —y/m)m=v

ify/m > 0




To show that this is equivalent to rejecting if y > b, we could show A(y) is decreasing
in y so that A(y) < c occurs for y > b > m#y. It is easier to work with log A\(y), and

we have

g Ay) = ylog -+ (m ) Tog(1 — 8o) ~ yog () — (m — yytog (-2 ).

1 —
and jylog Ay) =log by —log(1 — 6py) — log < > - y; + log <mmy> + (m—y)
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Fory/m > 6p,1 —y/m = (m —y)/m < 1 — 6, so each fraction above is less than
1, and the log is less than 0. Thus % log A < 0 which shows that A is decreasing in y
and \(y) < cif and only if y > b.

*NOTE: Maximum Likelihood Estimator of §:

The likelihood function is

LOly) =6Y(1—-6)""Y, wherey = Zyz
i=1

We can show that L(6|y) is increasing for < y and is decreasing for 6 > .

Here 0 < 6 < 6. Therefore, when 4 < 6, Y is the MLE of 6, because Y is the
overall maximum of L(6|y). When Y > 6, L(6|y) is an increasing function of § on
[0, 6p] and obtains its maximum at the upper bound of 6 which is 6. So the MLE is
0 = min{Y, 6 }.

Solution 3

For discrete random variables, L(0|z) = f(z]|0) = P(X = z|0). So the numerator

and denominator of \(z) are the supremum of this probability over the indicated sets.

Solution 4

1. The log-likelihood is,

log L(0,v|z) = nlogh + nflogr — (0 + 1) log (H xz> , v<z)

)

where z (1) = min; z;. For any value of 0, this is an increasing function of v
for v < x(1). So both the restricted and unrestricted MLEs of v are 0 = zy).
To find the MLE of 6, set

0 n
%log L(0,r|x) = i nlogz(;) — log (1:[ m,) =0,

1

m-=y



and solve for 6 yielding

b= —— "
log(IT; @i/afy) T

(0%/96)1log L(6, x(1)|x) = —n /6% < 0, forall 6.

So 6 is a maximum.

2. Under Hg, the MLE of 6 is é(] =1, and the MLE of v is still 7 = Z(1)- So the

likelihood ratio statistic is
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Hence, A\(x) is increasing if 7' < n and decreasing if 7' > n. Thus, T < c is

equivalent to 7' < ¢ or T' > cg9, for appropriately chosen constants ¢ and ca.

3. We will not use the hint, although the problem can be solved that way. Instead,

make the following three transformations. First, let Y; = log X;,i =1,...,n.
Next, make the n-to-1 transformation that sets Z; = min; Y; and sets
Za, ..., 2, equal to the remaining Y;s, with their order unchanged. Finally,

let W, = Zyand Wy = Z; — Z1,©¢ = 2,...,n. Then you find that the

W;s are independent with W; ~ fy, (w) = nv"e™ ™ w > logv, and
n

W; ~ exponential(1),i=2,...,n.Now T = > W; ~ Gamma(n —1,1),
=2

and, hence, 2T ~ gamma(n — 1,2) = xg(nfl).

Solution 5

1. Suppose that we have two independent samples X1, . .., X,, are Exponential(f),
and Y7, ..., Y, are Exponential(u).

supe, L(0]z,y)
supe L(0|z,y)
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Differentiation will show that the numerator éo =

denominator § = 7 and it = y. Therefore,
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And the LRT is to reject Hy if A(z,y) < c.

. The LRT is given by,
n m
\— (n+m)mm 2T 2.5 Y
nmm 2Tt DY >oiTit 2y
(TL + m)n-i—m

Therefore A is a function of T'. A is a unimodal function of 7" which is

n
m—+n’

maximized when T' = Rejection for A < ¢ is equivalent to rejection

for T'< a or T' > b, where a and b are constants that satisfy a"(1 — a)™ =
b (1 —b)™.

. When Hy is true, 3, X; ~ Gamma(n,0) and ), Y; ~ Gamma(m, 0) and
they are independent. So by an extension of the following exercise, T ~
Beta(n,m).

Example 1. If X;,i = 1,2 are independent Gamma(«;, 1) random variables.

Find the marginal distribution of Y1 = ﬁ and Yy = ﬁ
Proof: Make the transformation y; = xlﬂlmz ,Y2 = x1 + x2 then

x1 =y1y2, x2=1y2(1—y1)and|J| = yo. Then

F(Oél + 042) yal—l(l _ yl)a21:| |:Fly§q+a2—ley2

f(y1,92) = T(ay)T(ag) ! (1 + )

thus Y7 ~ Beta(ay, ag),Ys ~ Gamma(ag + ag, 1) and are independent.

Solution 6

1. LetY = ). X;. The posterior distribution of A|y is Gamma(y + «, 3/(nf +
1)). [Verity]

(a)

Ao
nf 4 1)v+e a—1_—t(n,
P{N< Xoly} = W/t“ Le=tnA+1)/8 gy,
0



P{A> Xoly} =1 —P{X < Aoly}.

(b) Because 3/(nf + 1) is a scale parameter in the posterior distribution,
(2(nB+1)\/B)|y has a Gamma(y + «, 2) distribution. If 2« is an integer,
this is a X%y+2a distribution. So, for « = 5/2 and § = 2,

P{A < Xoly} = P{Q("ﬁg DA _ 2(n5; Do ,y}

=P {X§y+5 = 3/\0} :

For given value of A\g, we can apply chi-square table to get the answer.

Solution 7

1. For Hy : p < Ovs. Hy : g > 0 the LRT is to reject HO if £ > co/\/n
(Example 8.3.3). For a = 0.05 take ¢ = 1.645. The power function is

5(@:]1){?/\/% > 1.645—0%} :IP{Z>1.645— O‘F\L/ﬁ}

Note that the power will equal 0.5 when p = 1.6450 /+/n.

2. For Hy : 4 = 0vs. Hy : pu # 0 the LRT is to reject HO if |Z| > co/y/n
(Example 8.2.2). For a = 0.05 take ¢ = 1.96. The power function is
vn, Vnp

“§Z§1.96+}.
g (o2

Blp) =P {1.96 -
In this case, u = +1.960/+/n gives power of approximately 0.5.

Solution 8

The pdf of Y is

Loi g b
f(y|9)=5y9 e’ y>0

By the Neyman-Pearson Lemma, the UMP test will reject if

11 yye _ fl2)
2/ "¢ oy

To see the form of this rejection region, we compute
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which is negative for y < 1 and positive for y > 1. Thus ;Egﬁ; is decreasing for




y < 1 and increasing for y > 1. Hence, rejecting for ;Ezm > k is equivalent to

rejecting for y < ¢p or y > c;. To obtain a size « test, the constants ¢y and ¢; must

satisfy

2 2
a=PY <l =1)+P(Y > c1/0 =1) = 1—e"“+e™ " and feol2) _ flerl2)

fleoll)  flea]1)
Solving these two equations numerically, for o = .10, yields ¢y = .076546 and ¢;

=3.637798. The Type II error probability is

c1 1
Pleog <Y <ci|f =2) = / §y*1/26*y”2 dy == .609824.

co

Solution 9

By the Neyman-Pearson Lemma, the UMP test rejects for large values of ;Eﬂgég

Computing this ratio we obtain

x |1 23 456 7
f(f”'H;) 6 5 4 3 2 1 084

The ratio is decreasing in x. So rejecting for large values of ;Ei}g})g corresponds

to rejecting for small values of x. To get a size test, we need to choose c so that
P(X < ¢|Hp) = a. The value ¢ = 4 gives the UMP size o = .04 test. The Type II
error probability is P(X = 5,6,7|H;) = .82

Solution 10



