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December 7, 2010

Abstract

We survey the techniques used for presolving Mixed-integer linear programs (MILPs). Pre-

solving is an important component of all modern MILP solvers. It is used for simplifying a

given instance, for detecting any obvious problems or errors, and for identifying structures

and characteristics that are useful for solving an instance.

Keywords: Integer programming, presolving, preprocessing

AMS-MSC2000: 65K05, 90C11

1 Introduction

Presolving or preprocessing techniques constitute a broad class of methods used to transform a

given instance of a Mixed-integer linear program (MILP) or to collect certain useful information

about it. The main aim of presolving techniques is to simplify the given instance for solving by

the more sophisticated and often time-consuming algorithms such as cutting-plane or branch-

and-bound algorithms. Almost all modern solvers, both free (for instance, Achterberg, 2009;

Forrest, 2010; Nemhauser et al., 1994; Ralphs et al., 2010) and commercial (for instance, FICO,

2009; Gurobi, 2009; IBM, 2009), deploy these in one way or the other. Bixby et al. (2000) claim

that presolving alone speeds the solution times on benchmark instances by a factor of 2. Another

important function of a presolver is to analyze the structure of the instance and collect information

that will be useful when the problem is solved.

Presolving is also useful for the purpose of modeling as it can be used to check the instance

for obvious errors. It can, for instance, inform the user whether certain constraints or bounds

on variables make the instance infeasible or whether certain variables will have arbitrarily high

values (unbounded) in a solution. Such information can help the user improve the description of

the instance and correct errors. It can also sometimes tell the user whether the values used in the

model may cause numerical problems for the subsequent algorithms used by the solver. As such,
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2 Ashutosh Mahajan

some presolving is also performed by software such as AMPL (Fourer et al., 2003) that is used for

creating MILP instances.

In this survey, we describe the various techniques used for basic and advanced presolving.

Throughout the discussion, we assume that the original MILP is of the form

min
n
∑

j=1

cjxj

s.t.
n
∑

j=1

aijxj ≤ bi, i = 1, . . . ,m, (P)

lj ≤ xj ≤ uj , j = 1, 2, . . . , n,

xj ∈ Z, j ∈ I,

where m ∈ N, n ∈ N, c ∈ Qn, A ∈ Qm×n, l ∈ Qn, u ∈ Qn, I ⊆ {1, 2, . . . , n} are given as inputs. We

will explicitly clarify whenever a technique applies to any equality constraints (
∑n

j=1
aij = bi) and

not to the inequalities in (P). Some techniques for presolving MILPs are the same as those used for

presolving linear programs (LPs). We also describe these techniques here because they are a start-

ing point for more advanced techniques for presolving MILPs. Most of the presolving techniques

presented here are derived from the work of Andersen and Andersen (1995), Brearley and Mitra

(1975), Guignard and Spielberg (1981), and Savelsbergh (1994). Details of implementing the tech-

niques in an MILP solver can be found in the work of Suhl and Szymanski (1994), and Achterberg

(2007).

We start by describing basic presolving techniques in Section 2 and then describe more ad-

vanced techniques in Section 3. We also discuss methods for detecting structure (Section 4), and

for postprocessing (Section 5).

2 Basic Presolving

Basic presolving methods are simple procedures that are directly applied to simplify (P). These

methods may be called many times as subroutines in more advanced methods. Hence, imple-

menting them efficiently is important.

2.1 Simple Rearrangements and Substitutions

Removing constraints and variables that are not necessary in the instance can reduce the amount of

memory required by a computer to solve the instance and also speed the calculations. Rearranging

the order of variables and constraints in the instance can speed several routines in the subsequent

preprocessing and solve methods.

Removing constraints If we have aij = 0 ∀j ∈ {1, 2, . . . , n} for some i ∈ {1, 2, . . . ,m} and if

bi ≥ 0, then the i−th constraint can be deleted. If for the same constraint bi < 0, then the instance



Presolving Mixed Integer Linear Programs 3

is infeasible because of this constraint. If we have a singleton row, namely, aik 6= 0, aij = 0 ∀j 6=

k, j ∈ {1, 2, . . . , n}, for some i ∈ {1, 2, . . . ,m} and some k ∈ {1, 2, . . . , n}, then the ith constraint

can be removed, and the bounds of variable xk can be tightened if necessary.

Removing variables If we have aij = 0 ∀i ∈ {1, 2, . . . ,m} for some j ∈ {1, 2, . . . , n}, then we

can fix the variable xj to lj if cj ≥ 0 or to uj if cj < 0. After fixing the variable, we may have

an additional constant term in the objective function. If we have a singleton column xj , and if

j 6∈ I , aij > 0, lj = −∞, uj = ∞, cj ≤ 0 then we can drop the constraint i and substitute

xj =
bi−

∑
k:k 6=j aikxk

aij
in the objective function. After the substitution, we have one less variable and

one less constraint. The number of nonzeros in A is also reduced. The number of nonzeros in the

objective function, however, may increase.

Rearrangements The variables and constraints of the instance can be rearranged depending on

how the methods of solving are implemented. For example, it may be beneficial to have all binary

variables stored in the end of the array of variables so that deleting them (in case we fix them) from

the sparse representation of the matrix A is faster. Similarly, the constraints can be rearranged so

that “constraints of interest” appear together in the arrays in which they are stored. If it is known

that an interior-point method will initially be used for solving the relaxation of (P), then rows and

columns may be rearranged so as to reduce the “fill in”. Rothberg and Hendrickson (1998) study

the effects of various such permutation techniques on interior-point methods.

2.2 Granularity

Given an instance of form (P) and a vector a ∈ Qn, we define granularity of a as

g(a) = min
x1,x2∈P







∣

∣

∣

∣

∣

∣

n
∑

j=1

aijx
1
j −

n
∑

j=1

aijx
2
j

∣

∣

∣

∣

∣
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:
n
∑
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aijx
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n
∑

j=1

aijx
2
j




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,

where P is the set of all points satisfying the constraints of (P). Granularity refers to the minimum

difference (greater than zero) between the values of activity that a constraint or objective func-

tion may have at two different feasible points. For a constraint that has only integer-constrained

variables, then granularity is at least the greatest common divisor (GCD) of all the coefficients. If

any of the coefficients in such a constraint are not integers, we can find a multiplier 10K , where

K ∈ Z+, to make all coefficients integers. The GCD can be divided by 10K to get granularity.

Hoffman and Padberg (1991) call this procedure Eucledean reduction. The problem can be de-

clared infeasible if there is an equality constraint whose right-hand side is not an integer multiple

of the of the GCD. For an inequality constraint i ∈ {1, 2, . . . ,m}, if bi is not an integer multiple

of the granularity g(ai), then bi can be reduced to the nearest multiple of gi less than bi. So the

constraint

3x1 + 6x2 − 3x3 ≤ 5.3
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can be tightened to

3x1 + 6x2 − 3x3 ≤ 3,

if x1, x2, x3 ∈ Z. The bound tightening in this case is a special case of a Chvátal-Gomory inequality

introduced by Gomory (1958). Similarly, one can find the granularity of the objective vector c

when only integer-constrained variables have nonzero coefficients in the objective function. The

difference between upper bound obtained from a feasible solution and the optimal solution value

will always be at least g(c). If the difference between an upper bound and a lower bound falls

below the granularity, we can stop the branch-and-bound or cutting-plane algorithm and claim

that the optimal solution has been found.

2.3 Constraint and Variable Duplication

Sometimes an instance may have duplicate constraints that are exact copies of each other. At other

times, we may have constraints that are identical except for a scalar multiple. The obvious benefit

of detecting such constraints is that we can reduce the memory needed for storing and solving the

instance. It also helps improve the numerical stability of solution of the associated LP relaxations.

Bixby and Wagner (1987), and Tomlin and Welch (1986) describe efficient ways to detect from a

column-ordered format of A, whether two constraints are identical except for scalar multiples.

When constraints with duplicate entries are found, we can, based on the values of the right hand

sides and the scalar multiples, declare the problem infeasible or delete one of the constraints or

combine the two constraints into one.

Similarly, we can detect whether two columns are alike except for a scalar multiple. However,

the possible integrality constraint on one or both of these variables can make any substitution

complicated. If Aj = αAi and if cj = αci for some i, j ∈ {1, 2, . . . , n} \ I, α ∈ Q, then we can

replace the two columns Ai, Aj by a single column Ak that is identical to Ai. The lower and upper

bounds of the new variable xk are lk = li + αlj , uk = ui + αuj if α > 0 and lk = li + αuj , uk =

ui + αlj otherwise. If one or both variables are integer constrained, we can use the substitution

xk = xi + αxj if we can find feasible values of xi, xj for each xk ∈ [lk, uk]. We can also add a

constraint xk = xi + αxj to avoid such complications.

2.4 Constraint Domination

One way to identify a redundant constraint is to check whether it can be termwise dominated

by another constraint. If bk ≥ bi for i, k ∈ {1, 2, . . . ,m}, each variable in constraints i, k is either

non-negative or non-positive, akj ≤ aij for j such that xj is non-negative and akj ≥ aij for j such

that xj is non-positive, then constraint k can be deleted because it is redundant in the presence of

constraint i and the bounds on variables.
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2.5 Bound Improvement

Bound improvement is one of the most important steps of presolving. If we can improve the

bounds on variables or reduce bi, then we can tighten the LP relaxation of (P). The tightest bounds

on a constraint can be obtained (Savelsbergh, 1994) by solving the following problems,

Li = min

n
∑

j=1

aTi x

s.t. Aix ≤ bi, (2.1)

lj ≤ xj ≤ uj , j = 1, 2, . . . , n

xj ∈ Z, j ∈ I,

and

Ui = max

n
∑

j=1

aTi x

s.t. Aix ≤ bi, (2.2)

lj ≤ xj ≤ uj , j = 1, 2, . . . , n

xj ∈ Z, j ∈ I,

where the set of constraints Aix ≤ bi is obtained by deleting the ith constraint
∑n

j=1
aijxj ≤ bi

from (P). However, solving the bound improvement problems (2.1) or (2.2) can be as difficult as

solving (P). Thus, there is a trade-off between the quality of a good bound and the time spent in

finding it. The most common method of tightening the bound is to calculate bounds on Li and Ui:

L̂i =
∑

j:aij>0

aijlj +
∑

j:aij<0

aijuj ,

Ûi =
∑

j:aij>0

aijuj +
∑

j:aij<0

aijlj . (2.3)

Both L̂i, Ûi can be calculated in O(nz) steps, by visiting each nonzero coefficient of the Amatrix.

Clearly L̂i ≤ Li ≤ Ui ≤ Ûi. If bi < Li, then the instance is infeasible. If bi = Li, then all

variables appearing in the constraint are forced to a bound: xj = lj if aij > 0 and xj = uj if

aij < 0. This constraint can then be deleted. If bi ≥ Ui, then the constraint can be deleted because

it is redundant.

Similarly, we can improve the bounds on variables. The tightest lower and upper bounds for

the variable xk can be obtained by solving the following:

Lk = minxk

s.t. Ax ≤ b, (2.4)

lj ≤ xj ≤ uj , j = 1, 2, . . . , n

xj ∈ Z, j ∈ I,
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and

Uk = maxxk

s.t. Ax ≤ b, (2.5)

lj ≤ xj ≤ uj , j = 1, 2, . . . , n

xj ∈ Z, j ∈ I.

Again, solving the problems (2.4) and (2.5) can be as difficult as the original problem (P). A similar

trade-off then occurs on the quality of the bound and the time spent in obtaining it. The bounds

Li and Ui on constraints can also be used to improve the bounds on variables. If aij > 0, then let

Ûik =
bi

aik
−

Li − aiklk

aik
.

Clearly, Ûik (≥ Uk) is an upper bound on the feasible values of xk. If Uk < uk (or Ûk < uk), then

update the bound on variable xk to Uk. If Uk < lk, then the problem is infeasible. If Uk = lk, then

the variable xk can be fixed to the value lk. Similarly, if aik < 0, then let

L̂ik =
bi

aik
−

Ui − aiklk

aik
.

Then L̂ik(≤ Lk) is also a lower bound on feasible values of xk. If Lk < lk, then update the lower

bound on variable xk to Lik. If Lik > uk, then the problem is infeasible. If Lik = uk, then the

variable xk can be fixed to the value uk. Once Li and Ui (or their bounds L̂i, Ûi) are known, then

the bounds L̂, Û can be calculated in O(nz) steps.

If the bounds are tightened using the complete models (2.1) and (2.2), then constraint domina-

tion is just a special case of bound tightening. This is no longer true, however, when the bounds

are estimated from each row. In the latter case, we need onlyO(nz) calculations, where nz denotes

the number of nonzeros in the Amatrix.

If the bounds of a variable xj are implied by a constraint, then the variable can be declared

“free”, and we can try substituting the variable out as described in Section 2.1.

2.6 Dual/Reduced-Cost Improvement

If, for a variable xj , j ∈ {1, 2, . . . , n}, aij ≥ 0 ∀i ∈ {1, 2, . . . ,m}, and cj ≥ 0, then the variable xj can

be fixed to its lower bound lj . Similarly, if aij ≤ 0 ∀i ∈ {1, 2, . . . ,m} and cj ≤ 0, then the variable

xj can be fixed to its upper bound uj .

Sometimes, an upper bound on the optimal value of solution of (P) is known (it may be pro-

vided by the user or may be obtained from some heuristics) before presolving. In such a case,

we have an additional inequality
∑n

j=1
cjxj ≤ zu, where zu is the best-known upper bound. The

basic presolving techniques applicable to other constraints can be applied to this constraint as

well. Valid inequalities of the form
∑n

j=1
ĉjxj ≥ zl, where zl ∈ Q, can also be obtained by linear

combinations of the objective function with other constraints. Such inequalities are automatically
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obtained from the reduced costs calculated by the simplex method. When both zl and zu are avail-

able as described above, we can do bound tightening on variables to obtain tighter bounds. This

is equivalent to the reduced-cost fixing method described by Balas and Martin (1980).

3 Advanced Presolving

Advanced presolving procedures try to modify the problem and then call basic preprocessing

procedures repeatedly to derive more information about the effects of such changes. Such proce-

dures are also called probing. Unlike basic preprocessing techniques, probing may be expensive

because one can probe on many possible changes or on combinations of several changes. The sim-

plest changes are the changes of bounds on binary variables. We can fix such a variable to zero or

1 and then probe on the reduced problem.

3.1 Fixing Variables

When probing on a binary variable, say xi, we first fix xi to zero by changing its upper bound.

We then perform basic preprocessing on the modified problem. If the modified problem can be

shown to be infeasible, then xi can be fixed to one in the original problem. Similarly, if the problem

becomes infeasible on setting xi to one, we can fix xi to zero. If the problem is infeasible on setting

xi to one and zero both, we can declare that the problem is infeasible.

3.2 Improving Coefficients

If a constraint i,
∑n

j=1
aijxj ≤ bi is redundant when a binary variable xk is set to zero, then we can

improve the coefficient aik of xk in this constraint using the approach of Crowder et al. (1983). We

first observe that changing aik does not make any difference when xk = 0. When xk is set to 1, the

original constraint is equivalent to
∑n

j=1
aijxj − δ0xk ≤ bi − δ0, for any δ0 ∈ R. We would like to

have as high a value of δ0 as possible, while still keeping the constraint redundant at xk = 0. This

value of δ0 can be obtained by solving the following problem:

δ0 = bi −max
Q

n
∑

j=1

aijxj ,

where Q is the set of values of x such that

Aix ≤ bi,

xk = 0,

lj ≤ xj ≤ uj , j = 1, 2, . . . , n

xj ∈ Z, j ∈ I.
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Again, the problem of finding the optimal value of δ0 can be as hard as solving the original prob-

lem (P). A more easily computable bound,

δ̂0 = bi −
∑

j:j 6=k,aij>0

aijuj −
∑

j:j 6=k,aij<0

aijlj ,

can be used instead.

Similarly, if the constraint i,
∑n

j=1
aijxj ≤ bi is redundant when a binary variable xk is set to 1,

we can replace the constraint by
∑n

j=1
aijxj + δ1xk ≤ bi, with

δ1 = bi −max
Q

n
∑

j=1

aijxj ,

where Q is the set of values of x such that

Aix ≤ bi,

xk = 1,

lj ≤ xj ≤ uj , j = 1, 2, . . . , n

xj ∈ Z, j ∈ I.

As above, we can use a bound that is computationally easier to calculate,

δ̂1 = bi − aik −
∑

j:j 6=k,aij>0

aijuj −
∑

j:j 6=k,aij<0

aijlj .

3.3 Deriving Implications

Implications are relations that the variable values of any optimal feasible solution must satisfy.

One such implication can be found by fixing two binary variables, say, xi, xj , where i, j ∈ I to

zero. If the modified problem is shown to be infeasible, then we know that all solutions must

satisfy the inequality xi + xj ≥ 1. An equivalent way of looking at this implication is that, if we

fix xi to zero, then xj is constrained to be 1. A more general case is when fixing xi to zero implies

xj = vj , k ∈ {1, 2, . . . , n}, where vj ∈ R. Then the following two inequalities are valid for (P):

xj ≤ vj + (uj − vj)xi

xj ≥ vj − (vj − lj)xi.

Similarly, if by fixing xi to 1, we can fix xj to some vj ∈ R, then we can write

xi = 1 ⇒ xj = vj ⇐⇒

{

xj ≤ uj − (uj − vj)xi,

xj ≥ lj + (vj − lj)xi.

When xj is also binary, we can use the above procedure, to obtain the following implications:

xi = 0 ⇒ xj = 0 ⇐⇒ xi − xj ≥ 0,

xi = 0 ⇒ xj = 1 ⇐⇒ xi + xj ≥ 1,

xi = 1 ⇒ xj = 0 ⇐⇒ xi + xj ≤ 1,

xi = 1 ⇒ xj = 1 ⇐⇒ xi − xj ≤ 0.
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Deriving such implications is useful not only for preprocessing but also for other techniques

such as primal heuristics, branching, and generating valid inequalities, that are subsequently used

in solving (P). The number of such implications can, however, be very large for certain types of

problems. For example, if we have a set partitioning constraint of the form

∑

i∈S

xi = 1,

where xi is binary for i ∈ S, then the number of valid implications with only two variables would

be O(|S|2). Thus it is important to implement methods to store and retrieve them quickly. Several

implications can also be combined to fix variables, to delete constraints, and to derive new impli-

cations, e.g., if we have implications x1 = 0 ⇒ x2 = 0, and x1 = 1 ⇒ x2 = 0, then we can fix

x2 at 0. Similarly, if a constraint is redundant when x1 = 0 and also when x1 = 1, then we can

delete that constraint. The algorithms for deriving such new information from an existing list of

implications can be studied with the help of what is called a conflict graph.

1

2

3

1̄

2̄

3̄

Figure 1: An example

of a conflict graph

A conflict graph is a graph that shows what values of binary vari-

ables are not feasible (or optimal) for (P). The graph has two sets X, X̄

of k vertices each, where k is the number of binary variables. For each

binary variable xi in (P), we have a vertex each in X (denoted i), and in

X̄ (denoted ī). A vertex i ∈ X corresponding to variable xi is associated

with the implication “xi = 1”. Similarly, a vertex i ∈ X̄ is associated with

“xi = 0”. An edge between two vertices denotes a conflict, i.e., any opti-

mal solution of (P) can not have values associated with the two vertices

of any edge in the conflict graph. Figure 1 shows a conflict graph in three

variables. Three implications that create the edges are x1 = 1 ⇒ x2 = 1,

x3 = 1 ⇒ x2 = 1, and x3 = 1 ⇒ x1 = 0. The dark edges in the graph de-

note that either xi = 1 or xi = 0, and one of them necessarily holds. New

implications can now be derived by studying this graph, e.g., if there is a

vertex j with neighbors i, ī, then xj can be fixed to 0. We refer the readers

to the work of Savelsbergh (1994), and Atamtürk and Savelsbergh (2000)

for algorithms that can be used to derive such implications. The latter also describe data structures

for storing them efficiently. We now mention two more ways in which implications are useful for

improving a formulation.

Automatic disaggregation: Savelsbergh (1994) shows that, if we add the inequalities derived

from implications as above, then we automatically disaggregate each constraint of the form

∑

i∈S

xi ≤ Uxk,

where S ⊆ {1, 2, . . . , n}, k ∈ {1, 2, . . . , n}, and U ≤
∑

i∈S ui, into the inequalities

xi ≤ uixk, i ∈ S.
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Elimination of variables: If fixing a binary variable xk to zero implies xi = ri for some i ∈

{1, 2, . . . , n} and fixing xk to one implies xi = si for some ri, si ∈ R, then we can substitute

xi = ri + (si − ri)xk.

The variable xi can now be eliminated from the problem without increasing the number of nonze-

ros in the Amatrix.

3.4 Probing on Constraints

Consider a clique inequality of the form

∑

i∈S+

xi −
∑

i∈S−

xi ≤ 1−
∣

∣S−
∣

∣ ,

where S+, S− ⊆ {1, 2, . . . , n}, and all xi are binary for i ∈ S+∪S−. The tuple {xi}, i ∈ S+∪S− can

assume only |S+∪S−|+1 values for any feasible point. Out of these, |S+∪S−| values correspond

to exactly one of xi, i ∈ S+ being 1 or exactly one of xi, i ∈ S− being zero. All these cases are

therefore considered automatically when probing on these variables. The only remaining case

that is feasible for this constraint is when xi = 0, ∀i ∈ S+ and xi = 1, ∀i ∈ S−. If the problem is

infeasible for this case, then the inequality can be tightened to an equality. If some other inequality

is redundant, then the coefficients can be tightened following the procedure in Section 3.2.

4 Identifying Structure

Many techniques for generating valid inequalities, branching and heuristics are applicable only for

particular types of constraints and variables. Yet others may be greatly improved if some special

structures are known to exist. Since such techniques are used repeatedlymany times in the branch-

and-bound or cutting-plane methods, it is important to detect upfront any useful structures in the

given MILP. Some of these structures are listed below.

• Special ordered sets of type 1 (SOS1) are of the form

∑

i∈S

xi = 1,

xk =
∑

i∈S

aixi,

xi ∈ {0, 1}, i ∈ S ⊆ {1, 2, . . . , n}.

These can be used for special branching rules (Beale and Tomlin, 1970).

• Set partitioning (
∑

i∈S xi = α, xi ∈ {0, 1}, i ∈ S), set covering (
∑

i∈S ≥ α), and set packing

inequalities (
∑

i∈S xi ≤ α) can be used for primal heuristics (Atamtürk et al., 1995) and for

generating valid inequalities (Balas and Padberg, 1976).
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• Knapsack inequalities including 0-1 knapsack, mixed 0-1 knapsack, integer knapsack, and

mixed-integer knapsack inequalities (Atamtürk, 2005).

• Generalized upper bound constraints can be used to generate valid inequalities (Wolsey,

1990).

• Variable lower bound and upper bound constraints can also be used to generate valid in-

equalities (van Roy and Wolsey, 1987).

5 Postsolve

After an instance has been treated by a presolver and then solved, the user may ask for the solu-

tion and other problem characteristics. The presolver can change some instance substantially and

the solution of the transformed problem may be quite different from that of the original problem.

Hence the presolve routines are designed to save the changes that were made to the original in-

stance. Andersen and Andersen (1995) suggest keeping a “stack” of all the transformations that

were made by the presolver and reverting them in a last-in-first-out sequence. Sometimes, the

solution obtained by reverting the changes may not remain feasible for the specified tolerance val-

ues even though the presolved solution was feasible. In such cases, the user must either decrease

the tolerance limit or disable presolve.

6 Concluding Remarks

In this paper, we have surveyed many techniques for presolving. Some of these techniques are

simple, like removing empty constraints, and empty columns, identifying special structures and

rearranging constraints and variables. Some others are more powerful, like detecting duplicate

rows and columns. They require specialized algorithms to avoid spending excessive amount of

time. Then there are some methods like bound tightening, detecting infeasibility and identifying

redundant constraints which in theory can be as difficult as solving the original problem itself.

Heuristic methods are used to trade off the time spent in these problems against the benefits

of solving them. All of these methods usually consider only bounds on variables and a single

constraint. Advanced presolving methods can help simplifying the problems a lot but each probe

requires repeating basic presolving methods. Further, one needs to probe over many candidate

variables. In general, it is difficult to predict the optimal effort that should be put into eachmethod

of presolving. Most implementations of a presolver rely on several rules of thumb and the past

experiences with these methods.

A presolver is an important component of modern MILP solvers. It can substantially reduce

the time taken to solve MILPs. It is also useful for conveying to the user obvious problems with

the formulation of the instance. However, the percentage of time spent by a solver in presolve

routines is usually much smaller than the percentage of lines of code required to write a presolver.
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Even though the techniques of presolving are simple, implementing them effectively for all types

of formulations and inputs can be a challenging activity.
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