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Abstract

This thesis describes the development of mglob, a general purpose solver for Mixed Integer

Quadratically Constrained Quadratic Optimization (MIQCQO) problems. MIQCQO problems

appear in several important applications. MIQCQO is a nonconvex nonlinear problem, which

makes it challenging to find a globally optimal solution. Typically, spatial Branch-and-Bound

algorithm is used for solving MIQCQO problems, which mglob also uses. Minotaur

framework is used for implementing mglob. Minotaur framework provides several routines

for reading and storing optimization problems, doing tree search, solving relaxations, etc.,

that are useful for solvers like mglob. We describe some algorithmic components we have

developed for mglob and how well they perform on benchmark instances.

First, we describe three presolving techniques implemented in mglob. Presolving is a

preprocessing step done in many general purpose solvers for mathematical optimization. It

simplifies the problem and collects important information about the problem that can be used

to solve the problem faster.

(i) The first technique converts a given quadratic function into a Dictionary of Keys format

of coefficients of the quadratic function (qf). We study the effectiveness of these

representations on function evaluation and gradient evaluation. Our results show that

qf takes significantly less time in almost all instances except for a few instances with a

special structure.

(ii) We describe an algorithm to detect convexity for separable quadratic functions that help

detect convexity faster. Since MIQCQO are nonconvex problems in general, identifying

convex problems or convex constraints in the problems can be beneficial to design specific

algorithms for these problems.

(iii) We implement Feasibility Based Bound Tightening (FBBT), a specialized FBBT

algorithm for univariate quadratic expression, and Optimality Based Bound Tightening
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(OBBT) in mglob. Tighter variable bounds provide stronger relaxation for MIQCQO

problems, which helps solve the problem faster. We study the effects of these three

bound tightening techniques on the performance of the solver. Our tests show that doing

OBBT at the root node can tighten the bounds of the variables significantly, and we can

solve more instances than when OBBT is switched off.

Next, we describe a novel method to generate cutting planes for quadratically constrained

optimization problems. The method uses information from the simplex tableau of a linear

relaxation of the problem in combination with McCormick estimators. The method is

guaranteed to cut off a basic feasible solution of the linear relaxation that violates the quadratic

constraints in the problem as long as finite bounds on all variables are available. These cutting

planes are computationally cheap and do not require any special structure in the input problem.

The cuts generated by the method are the well-known Reformulation Linearization Technique

(RLT) cuts. The procedure produces a large number of violated cuts. Several variants for

selecting good cuts are tested. Instead of adding many cuts, one can also add auxiliary variables

and a few cuts. Computational testing on benchmark test instances shows that, on average,

upto 30% of the gap from the optimal can be closed.

Lastly, we describe five branching strategies for spatial branching of MIQCQO problems.

Once a node in a branch-and-bound tree is solved and the solution is not feasible to the

problem, we decide to branch. Typically, several variables are available for branching, and tree

size greatly depends on the variable selected for branching. In the first branching strategy, we

develop a distance measure that can be used to estimate the violation of a point and describe

a maximum violation branching strategy. We then describe strong branching for spatial

branching. Then, we develop a new branching strategy similar to strong branching, called

bt-strong branching, that tightens bounds on variables using FBBT based approaches before

strong branching for every candidate. This strategy gives a better estimate of lower bound

update and takes fewer nodes than other branching strategies. The fourth branching strategy is

bt-estimate branching. In this strategy, we first do bound tightening and then estimate lower

bound update based on reduced costs for variables whose bounds get updated. This strategy

is fast because no linear programs are solved. Finally, we combine these strategies into a

reliability branching type setup called bt-reliability branching. We observe that bt-reliability

branching performs better than other branching strategies described.

In the end, we benchmark the current state of our solver against SCIP and Gurobi. We
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also compare our solver against an older version of mglob to see the combined effects of all

the techniques described here.
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Chapter 1

Introduction

Mixed-Integer Quadratically Constrained Quadratic Optimization (MIQCQO) refers to a

class of mathematical optimization problems where the maximum degree of objective function

and constraints is two. A general MIQCQO problem is written as

min
x

xT Q0x+ cT
0 x

subject to xT Qkx+ cT
k x≤ bk k = 1, . . . ,m,

x≤ x≤ x, (Q)

xi ∈ Z ∀ i ∈ I,

xi ∈ R ∀ i ∈ {1, . . . ,n}\ I,

where Qk =
(

qk
i j

)
is a given n× n symmetric matrix, ck ∈ Rn, for k = 0, . . . ,m,bk ∈ R, for

k = 1, . . . ,m,x,x ∈ Rn, I is the indicator set for the integer variables, and m,n are finite whole

numbers. A vector x satisfying all the given quadratic constraints (xT Qkx+ cT
k x ≤ bk, for k =

1, . . . ,m), the bound constraints (x≤ x≤ x), and the integrality constraints (xi ∈Z ∀ i∈ I) is said

to be feasible to (Q). The problem is to find among all feasible vectors, the one that minimizes

the quadratic function xT Q0x+ cT
0 x. Such a vector x̂ is said to be the optimal solution to (Q),
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and x̂T Q0x̂+ cT
0 x̂ is the optimal value of (Q). This thesis describes some computational and

algorithmic techniques to solve MIQCQO. MIQCQO is used to model decision problems in

several scientific, engineering and business domains. Some of these are briefly discussed next.

In a pooling problem input material of different qualities from multiple streams (usually

crude oil procured from multiple sources) are mixed in several pools. It is one example of

MIQCQO from the domain of Chemical Engineering. The output from these pools are blended

together to form the end products. We describe a simplified example of pooling problem taken

from [88] to illustrate how MIQCQO problems are modeled.

Example 1.1. Consider three supply sources a,b, and c, a single pool, and two output products

1,2, as shown in Figure 1.1. Supplies from a, and b are mixed in the pool, and supply c

directly feeds to the output products. The sulfur qualities in the supply at a,b,c are 3%,2%,1%

respectively, while the per unit costs are $6,$16,$10 respectively. Maximum permissible sulfur

qualities at 1,2 are 2.5%,1.5%, and the demands are 100,200 units respectively. The per unit

profit for product 1 is $9 and for product 2 is $15. We want to decide the quantity of supply

from the sources, the quality at the pool after mixing, and the quantity of flow from the pool to

the output products. We denote the quantity from source a to the pool as xap and the quantity

from source b to pool as xbp. The quantity from source c to the output 1,2 is denoted by xc1,xc2

respectively. Similarly, the quantity from the pool to 1,2 is denoted as xp1,xp2 respectively. The

pool quality is denoted as q. Using these variables, the problem is formulated below.

min 6xap +16xbp +10(xc1 + xc2)−9(xp1 + xc1)−15(xp2 + xc2) (1.1a)

s. t. xp1 + xc1 ≤ 100, (1.1b)

xp2 + xc2 ≤ 200, (1.1c)

xap + xbp = xp1 + xp2, (1.1d)

3xap + xbp = qxp1 +qxp2, (1.1e)

qxp1 +2xc1 ≤ 2.5(xp1 + xc1), (1.1f)

qxp2 +2xc2 ≤ 1.5(xp2 + xc2), (1.1g)

xap,xbp,xc1,xc2,xp1,xp2,q≥ 0. (1.1h)

2



a

b

c

pool 1

2

Figure 1.1: Schematic of the pooling problem described by Haverly [88]

Objective function (1.1a) minimizes the difference of the cost of raw materials and the

profit from the output products. Constraints (1.1b) and (1.1c) model demand satisfaction.

Constraint (1.1d) represents the mass balance for the pool and Constraint (1.1e) represents

the mass balance for sulfur in the pool. Constraints (1.1f) and (1.1g) model the maximum

permissible sulfur quality at the output. Finally, nonnegativity constraints (1.1h) are added.

Constraints (1.1d), (1.1e), and (1.1f) are quadratic because of the presence of bilinear terms and

hence this problem is a quadratically constrained problem. The optimal solution value of −400

is obtained when q = 1,xbp = xp2 = xc2 = 100,xap = xc1 = xp1 = 0. Note that Q0,Q1,Q2,Q3

are zero, and there are no integer variables in this example.

In practice pooling problem may be much larger in scale because of multiple pools and

variety of products that can be produced. This leads to many bilinear terms in the problem.

Several alternative formulations and extensions have been proposed for the pooling problem,

see [7, 11, 18, 26, 115, 119, 130].

Other applications in chemical engineering include crude oil scheduling [121], natural gas

production [100, 101], distillation sequences [9], waste water treatment [48, 50], water network

design [49, 139, 140].

Several applications of MIQCQO also appear in computational geometry problems like

[20, 53, 95, 96, 99]. Another important application of MIQCQO is the trim loss problem in

paper industry [64, 86, 87, 97]. MIQCQO has also been applied in supply chain management

[62, 84, 89, 147, 148], optimal selection of breeding population [122], edge crossing

minimization in bipartite graphs [41], graph partitioning [75], optimal power flow in electricity

networks [13, 35, 51, 90], portfolio optimization in finance [30, 57, 70, 72, 143], etc.

Solution approaches to MIQCQO need to overcome two challenges: (a) nonconvexity of

the quadratic functions in the objective or constraints, and (b) integer constraints on variables.

3



In the absence of these two, we get a convex quadratic optimization problem that is relatively

much simpler to solve than MIQCQO. The algorithms for convex quadratic optimization are

fundamentally different from those of MIQCQO, and are usually orders-of-magnitude faster.

They are usually iterative in nature, moving from a candidate solution to the next that is ‘better’

in some sense, eventually converging to the optimal solution [71, 98, 113, 125]. On the other

hand, search for a globally optimal solution of nonconvex MIQCQO relies on approximating

the problem by solving a suitable convex approximation, and refining or subdividing it many

times. A practically useful MIQCQO solver requires careful implementation and integration

of several techniques for simplifying MIQCQOs, creating approximations, refining, searching

etc. This thesis focuses on the development of mglob, an open-source solver developed within

Minotaur (previously written as MINOTAUR) framework [111] for MIQCQO.

In this introductory chapter, we begin by describing the role convexity plays in solving

optimization problems and highlight the difficulties when solving nonconvex optimization

problems like the MIQCQO in Section 1.1. Next, we discuss two important optimization

problems, namely, Linear Optimization (LO) in Section 1.2, and Mixed Integer Linear

Optimization (MILO) in Section 1.3. Linear Optimization plays a key role in algorithms for

MIQCQO. Algorithms and techniques used to solve an MIQCQO problem are inspired from

MILO literature including Branch-and-Bound algorithm, cutting planes, presolving techniques,

branching techniques, etc. Thus an overview of MILO has been presented here. In Section

1.6, we describe the spatial Branch-and-Bound algorithm which is used to solve MIQCQO

problems. In Section 1.5 we describe some relaxation techniques for MIQCQO available in the

literature. In Section 1.7, we briefly mention software for MIQCQO and related problems. In

Section 1.8, we discuss several algorithmic components of Minotaur framework. We finally

outline the remainder of the thesis and highlight our contributions in Section 1.9.

1.1 Convex vs Nonconvex Optimization

Convexity plays an important role in optimization, and many algorithms for nonconvex

problems solve some convex optimization relaxations or approximations repeatedly. MIQCQO

in the general form is a nonconvex problem.
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x1

x2

x1 + x2 ≥ 1

−3x1 + 2x2 ≤ 2

x1 + 2x2 ≤ 10

2x1 − 5x2 ≤ 2

S1
x1

x2

x2
1 + x2

2 ≤ 4

S2

x1

x2

x2
1 − 2x2 ≤ 0

−x2
1 + 4x2 ≤ 4x∗

x̂

Bϵ(x̂)

S3

conv(S3)

Figure 1.2: Examples of convex and nonconvex sets

Convex optimization problems are in general ‘easy’ to solve and several interior point

algorithms exist which can provably reach the optimal solution within a small polynomial (in

the size of the input) number of steps. More details about convex optimization problems can

be found in [29, 40]. On the other hand nonconvex optimization problems are ‘hard’ problems.

There are no known algorithms which can find an optimal solution within polynomial (in the

size of input) number of steps. Formal definitions of computational complexity and hardness

can be found in [73]

1.1.1 Convex Sets and Convex functions

A convex set C is a set such that given any two points x,y ∈C the line segment joining x,y is

contained in C. More formally,

Definition 1.2. Convex set - A set C ⊆ Rn is a convex set if for any x, y ∈C, and λ ∈ [0, 1],

we have λx+(1−λ )y ∈C.

Figure 1.2 shows some examples of convex and nonconvex sets. The left figure, a polyhedron,

is a convex set defined by the intersection of four linear constraints, S1 = {(x1,x2) | x1 + x2 ≥
1,−3x1 + 2x2 ≤ 2,2x1− 5x2 ≤ 2,x1 + 2x2 ≤ 10}. The middle figure, a circle, is a convex set

defined by a single quadratic constraint, S2 = {(x1,x2) | x2
1+x2

2≤ 4}. The right figure, a crescent

shape, is a nonconvex set defined by the intersection of two quadratic constraints, S3 = {(x1,x2) |
x2

1−2x2 ≤ 0,−x2
1 +4x2 ≤ 4}. S3 is a nonconvex set since the red line segment joining the two

points marked in S3 is not contained in S3.

Definition 1.3. Convex hull - Given a set S⊆ Rn, a set conv(S) is the convex hull of S if:
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(i) conv(S) is a convex set.

(ii) S⊆ conv(S).

(iii) If T is a convex set such that S⊆ T then conv(S)⊆ T.

The convex hull of a set is a smallest convex set containing the set. For example, convex

hull of set S3 in Figure 1.2 is conv(S3) = {(x1,x2) | x2
1− 2x2 ≤ 0,x1 ≤ 2} shaded in green in

Figure 1.2. Note that the convex hull of a convex set is the set itself.

A convex function is a function for which the line segment joining any two point on the

graph of the function lies above the graph between those points.

Definition 1.4. Convex function - A function f : Rn→ R is convex if for any x,y ∈ Rn,λ ∈
[0,1] we have f (λx+(1−λ )y)≤ λ f (x)+(1−λ ) f (y).

Figure 1.3 shows two functions f ,g. f is a convex function and as shown in the figure the green

line segment joining the graph of the function overestimates the function. On the other hand,

g is a nonconvex function since the red line segment joining the graph of the function does

not overestimate at every point. We describe two important properties of differentiable convex

x

f(x)

x

g(x)
f(x) = x2

g(x) = x4 + x3 − 2x2 − x+ 2

Figure 1.3: Examples of a convex (left) and a nonconvex (right) function

functions using the first and second order derivatives of the functions.

Property 1.5. First order condition [40] - If f is a convex function and f is differentiable then

for any x̄ ∈ Rn,

f (x)≥ f (x̄)+∇ f (x̄)T (x− x̄) ∀ x ∈ Rn
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This property shows that a tangent hyperplane to the graph of a convex function at any point is

always below the graph of the function. In Figure 1.3, the blue hyperplane is a tangent to the

graph of the function f (x) = x2 and is always below the graph of the function.

Property 1.6. Second order condition [40] - Let f be a twice continuously differentiable

function then f is a convex function if and only if its Hessian is a positive semidefinite at all

points i. e., ∇2 f (x)≽ 0 ∀ x ∈ Rn.

Definition 1.7. Convex constraint - Let f : Rn→ R be a convex function then for all β ∈ R

the set of points satisfying the constraint f (x)≤ β is a convex set, and the constraint is called a

convex constraint.

If f is not a convex function it may still be possible that the feasible region defined by the

constraint f (x)≤ β is a convex set for some given β . For example, consider the function f (x) =

−ex, given any β ∈ R the region bounded by the constraint f (x) ≤ β is a convex set in R but

this is still not a convex constraint since −ex is a not a convex function.

Now we define convex and nonconvex optimization problems. Suppose we have an

optimization problem of the form,

min
x

f0(x)

s.t. fi(x)≤ βi ∀ i ∈ {1, . . . ,m}, (1.2)

x ∈ Rn,

where the functions f0, . . . , fm and the constants β1, . . . ,βm are given. If fi, i ∈ {0, . . . ,m} are

all convex functions then the optimization problem is called a convex optimization problem. If

any one of the fi are not convex then it is a nonconvex optimization problem.

1.1.2 Local Minimum vs Global Minimum

Consider the optimization problem (1.2), and let the feasible region of the problem be F =

{x ∈ Rn | fi(x) ≤ βi ∀ i ∈ {1, . . . ,m}}. A point x∗ is a global minimum for the problem if

f0(x∗) ≤ f0(x) ∀ x ∈ F . On the other hand, a point x̂ is local minimum of the problem if

7



f0(x∗)≤ f0(x) ∀ x ∈F ∩Bε(x̂) where Bε(x̂) is the ball of radius ε centered at x̂ i.e. Bε(x̂) =

{x ∈ Rn | ∥x− x̂∥ ≤ ε} for some ε > 0.

For a convex optimization problem, every local minimum is also a global minimum for

the problem. For a nonconvex optimization problem, a local minimum may not be a global

minimum for the problem.

Example 1.8. Consider the optimization problem min{x1− 2x2 | (x1,x2) ∈ S3} where S3 is

the nonconvex set shown in Figure 1.2. Consider the point x̂ = (2,2) with objective value

f (x̂) = −2. There is no feasible point in the neighborhood of x̂ for which the objective value

can be decreased further i.e. f (x̂) < f (x)∀ x ∈ S3 ∩Bε(x̂) with ε = 0.01. Thus x̂ is a local

minimum of the problem. The global minimum of the problem is the point x∗ = (−2,2) shown

in green in Figure 1.2 with objective value f (x∗) =−6.

1.1.3 Separation

Another important distinction between convex sets and nonconvex sets comes from separating

a point outside of the set. Let us consider a closed convex set C and a point x̂ /∈ C, then the

following theorem shows that we can construct a hyperplane that separates x̂ from C.

Theorem 1.9. Separating Hyperplane Theorem1 - Let C be a closed convex subset of Rn and

let x̂ /∈ C then there exist a vector a ∈ Rn and a scalar b ∈ R such that ∀ x ∈ C,aT x ≤ b and

aT x̂ > b. That is, the hyperplane denoted by the constraint aT x = b separates x̂ from C and is

called a separating hyperplane.

Constructing a separating hyperplane for a convex optimization problem of the form (1.2)

is straight forward. Let us consider a point x̂ which is infeasible to the problem, then there exists

an i ∈ {1, . . . ,m} such fi(x̂) > βi. Now since fi is convex, using Property 1.5 we have for all

x, fi(x̂)+∇ fi(x̂)T (x− x̂)≤ fi(x). Since we have fi(x)≤ βi∀ x feasible to the problem, we must

have

fi(x̂)+∇ fi(x̂)T (x− x̂)≤ βi. (1.3)
1This is a special case where we separate a convex set and a point, a more general version of the theorem

separates two disjoint convex sets
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Constraint (1.3) is not satisfied by x̂ because fi(x̂) > βi, and hence fi(x̂)+∇ fi(x̂)T (x− x̂) = βi

defines a separating hyperplane. Let us illustrate it using an example.

Example 1.10. Consider the set

S1 = {x1x2 ≥ 4,1≤ x1,x2 ≤ 5}.

This set is actually a convex set but due to the presence of the nonconvex constraint x1x2 ≥ 4 it

represents a feasible region of a nonconvex optimization problem. Now consider the set

S2 = {
√
(x1− x2)2 +16≤ x1 + x2,1≤ x1,x2 ≤ 5}.

S2 defines the same set as S1 and all constraints in S2 are convex. The point x̂ = (1,2)T is

outside S1, and S2. For S2, we can derive a hyperplane separating x̂ from S2. Property 1.5 gives

the inequality (
√

17+1)x1 +(
√

17−1)x2 ≥ 16 which separates x̂ from S2. Applying Property

1.5 to S1 gives us the inequality 2x1 + x2 ≥ 6. This inequality is not valid for S1 since the point

(1.4,3)T in S1 violates it. This shows that we cannot apply Property 1.5 when the functions are

nonconvex.

1.2 Linear Optimization

An important class of convex optimization problems is that of Linear Optimization (LO)

problems. Consider the optimization problem (1.2), if all f0, . . . , fm are linear functions then it

is an LO problem. In its canonical form an LO problem is written as

min cT x

Ax≤ b, (1.4)

x ∈ Rn,

where c ∈ Rn, A ∈ Rm×n, b ∈ Rm are given and n,m are finite. Many nonconvex optimization

problems including MIQCQO are solved by first creating and solving an LO problem. Since
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we also use LO extensively, we describe the most relevant properties and methods briefly. A

detailed treatment of LO can be found in [22, 31].

1.2.1 Structure and Properties of LO

In this section we describe the polyhedral structure of an LO problem and discuss the idea of

corner point solution.

Property 1.11. [31] The feasible region {x ∈ Rn | Ax≤ b} of an LO problem is a polyhedron.

Definition 1.12. Corner Point [31] - Let P := {x ∈ Rn | Ax ≤ b} be a polyhedron. A point x∗

is corner point of P if there exists some c ∈ Rn such that cT x∗ < cT x ∀ x ∈ P.

Property 1.13. [31] For a polyhedron P with at least one corner point and a given c ∈ Rn,

if there exists a point x̂ such that cT x̂ ≤ cT x ∀ x ∈ P then there exists a corner point x∗ with

cT x̂ = cT x∗.

This property shows that for an LO problem whose optimal solution exists there must be a

corner point which is also optimal.

Property 1.14. [31] If x∗ is a corner point of P = {x ∈ Rn | Ax ≤ b} then there exists n× n

invertible submatrix of A, say B, such that Bx∗ = b.

The above property says that if x∗ is a corner point then there are a set of n constraints from

Ax ≤ b satisfied at equality. These constraints which are satisfied at equality are called active

constraints. Since there can be only finitely many submatrices B, there are only finitely many

corner points of a polyhedron. Now, using Property 1.13, this reduces the LO problem to that

of enumeration and thus LO can always be solved in finite number of steps.

1.2.2 Simplex Method

There are broadly two categories of algorithms for solving an LO problem, namely, interior

point methods and simplex method. There are several interior point methods, which in theory
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are polynomial time algorithms, and can reliably solve LP problems fast. On the other hand

simplex method is an exponential time algorithm in the worst case. In spite of the poor worst

case complexity, simplex method is extensively used in many state-of-the-art LO solvers

because of its practical speed, warm starting abilities, fast and reliable computations and a

guarantee to provide a corner point solution. We now briefly describe the simplex method. A

detailed description and important computational and practical aspects of the simplex method

can be found in [142].

Simplex method considers the LO problem in its standard form

min cT x

Ax = b, (1.5)

x≥ 0,

where c ∈Rn, A ∈Rm×n, b ∈Rm are given. Note that an LO problem in canonical form can be

easily converted to standard form by introducing additional nonnegtaive variables. It is assumed

that A is a full rank matrix.

Definition 1.15. Basic Feasible Solution (BFS) - Consider the feasible region of the LO

problem {x ∈ Rn | Ax = b, x ≥ 0}. We divide the matrix A into two submatrices B, N where

B ∈ Rm×m is invertible and, N ∈ Rm×(n−m). Let xB, xN be the variables corresponding to the

columns of B, N respectively. Then the solution xB = B−1b, xN = 0 is known as basic solution

and if xB = B−1b≥ 0 then it is a basic feasible solution.

Definition 1.16. Reduced Costs - Let x =


xB

xN


 be a basic solution and c =


cB

cN


 be the

cost function then the vector c̄ = cN− cT
BB−1N is known as the vector of reduced costs.

Simplex method starts by selecting an initial BFS. There are several methods of obtaining

an initial BFS, for example, the Phase I of the simplex method. Then it chooses an entering

nonbasic variable with a negative reduced cost and a leaving basic variable such that feasibility

is maintained. We then move to the next basic feasible solution with the new basis iteratively.

We have reached an optimal solution when the vector of reduced costs is nonnegative.

There are several more details regarding an efficient implementation of the simplex method
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for general purpose use. For example, exploiting sparsity of A,b, deciding the entering and

leaving variable at every iterate (pivoting rules), handling degeneracy, getting a starting basic

feasible solution etc.

After an LO problem is solved, we sometimes want to solve it again after modifying the

vectors b and c, or after adding or removing some constraints. Variants of simplex method can

be used to solve the modified problem starting from the last basic solution obtained previously

to quickly find the solution to the new problem. This process is called warm-starting. Warm

starting is a key enabler for developing LO based methods for solving other more difficult

problems like Mixed-Integer Linear Optimization (MILO) and MIQCQO. We next discuss

MILO.

1.3 Mixed Integer Linear Optimization

An MILO problem is an LO problem in which some or all variables are constrained to take

integer values. In its general form, an MILO problem is represented as

min cT x

Ax≤ b, (1.6)

xi ∈ Z i ∈ I,

xi ∈ R i ∈ {1, . . . ,n}\ I,

where c ∈ Rn, A ∈ Rm×n, b ∈ Rm and I ⊆ {1, . . . ,n} are given. MILO is used to model a

diverse set of problems arising in practical situations like scheduling, routing, transportation

etc. and important theoretical questions in graph theory, set theory, number theory, and many

combinatorial problems.

MILO problem is an NP-hard [54] problem which means that all known algorithms

to solve MILO require at least exponential number of steps in the size of the problem.

Many state-of-the-art solvers for MILO use Branch-and-Cut algorithm augmented by several

techniques including presolving, heuristics, conflict resolution etc.
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We now discuss two important algorithms that are integrated together to solve an MILO

problem because they are also extended to the case of MIQCQO. Both these algorithms start

by creating a linear relaxation for the MILO problem and proceed by analyzing the optimal

solution of the linear relaxation. The Branch-and-Bound algorithm is a divide and conquer

type of algorithm that iteratively searches different parts of the feasible region by restricting the

search space and solving LO subproblems at every iteration. On the other hand, cutting plane

method solves a single linear relaxation but iteratively strengthens it to get closer to the integer

optimal solution. In theory, both of these algorithms will reach optimal solution but in practice

a combination of both is used.

1.3.1 Branch-and-Bound Algorithm

We now describe the Branch-and-Bound (B&B) algorithm using an example. Consider the two

variable MILO problem below.

min − x1− x2

s.t. 2x1− x2 ≤ 4,

4x1 +16x2 ≤ 71, (1.7)

−3x1 + x2 ≤ 2,

x1,x2 ≥ 0,

x1,x2 ∈ Z.

We begin by solving the natural linear relaxation of (1.7) by relaxing the integrality constraints

on both the variables. The optimal solution of the linear relaxation is x̂ = (3.75,3.5). Since

x1,x2 do not take integral values at x̂, we partition the problem in two subproblems. Noting that

x2 must be integral we create two subproblems one with x2 ≤ 3 and another with x2 ≥ 4. Thus

we ensure that every feasible solution of the MILO is present in one of the subproblems. This

process is known as branching. The objective value ẑ =−7.25 is a lower bound on the optimal

objective value of the MILO problem. The upper bound on the optimal objective value currently

is unknown (infinite). Once an integer feasible solution is found a finite upper bound will be
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obtained as well. This is known as bounding. B&B algorithm iteratively solves subproblems by

branching and bounds the objective value by updating lower and upper bounds. The algorithm

stops when lower and upper bound are the same and we know that we have obtained an optimal

solution to the problem.

The optimal solution for the left branch (node 1) with x2 ≤ 3 is x̂ = (3.5,3) and for the

right branch (node 2) with x2 ≥ 4 is x̂ = (1.75,4). We further branch at node 1 on x1 to obtain

nodes 3 and 4. The optimal solution of node 3 x̂ = (3,3) is feasible to the MILP and we obtain

an upper bound on the problem −6. This node is pruned by feasibility. Node 4 is infeasible

and is pruned by infeasibility. We need not explore node 2 now since the objective value of the

node is worse than the current upper bound. Thus node 2 is pruned by bound. The solution

x∗ = (3,3) is optimal to the MILO problem. The full B&B tree for the MILO problem in (1.7)

is shown in Figure 1.4. In practice, a B&B tree can become large because of branching again

and again.

Root node
ẑ = −7.25, x̂ = (3.75, 3.5)

Node 1
ẑ = −6.5, x̂ = (3.5, 3)

Node 3
ẑ = −6, x̂ = (3, 3)

x1
≤ 3

Node 4
Infeasible

x
1 ≥

4

x2
≤ 3

Node 2
ẑ = −5.75, x̂ = (1.75, 4)

x
2 ≥

4

Figure 1.4: B&B tree for the MILO problem in (1.7)

1.3.2 Cutting Plane Algorithm

A cutting plane algorithm repeatedly solves a single LO problem by adding more and more

constraints to the relaxation. This is in contrast with the B&B algorithm where multiple

subproblems are solved. We begin by solving the natural linear relaxation of the problem. If

the solution obtained is fractional then we solve a separation problem. This separation problem
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returns a linear inequality that separates the current fractional solution from the feasible region

of the MILO problem. We add this linear inequality as a constraint in the MILO problem

and solve the relaxation again. This process is repeated until the optimal solution obtained

is feasible to the MILO problem. The linear inequality obtained after solving the separation

problem is also known as a cut.

There are several ways of obtaining a cut described in the literature. For a thorough

discussion on different types of cuts see chapters 5, 6, and 7 of [52]. In branch-and-cut

based solvers, several cuts are added at the root node to strengthen the relaxation initially

and few cuts are added once branching is started. Two important algorithmic choices arise

from any branch-and-cut based algorithm. Which cuts to add and what variable to branch on.

Several empirical studies have considered these questions and have led to improvements in the

performance of the solvers [4, 92, 141, 145].

1.4 Mixed Integer Quadratically Constrained Quadratic

Optimization

We are now equipped to visit MIQCQO. Consider the problem (Q), if Qk = 0, k = 0, . . . ,m

then (Q) reduces to (1.6). Thus MILO is a special case of MIQCQO and therefore, MIQCQO

is as hard as MILO. Since MILO is NP-hard, we know that MIQCQO is also at least

NP-hard. Solution methods and algorithms for solving MIQCQO problem are inspired from

branch-and-bound and cutting plane algorithm described for MILO problem in the previous

section. Although similar in principle there are some significant differences between algorithms

for MIQCQO and MILO. First, creating a relaxation for MILO requires only relaxing the

integrality while for MIQCQO specialized techniques are required for creating a relaxation.

We describe some of these in Section 1.5. Second, Branch-and-bound for MILO problems

terminates in finite time with exact global optimal solution while spatial branch-and-bound

for MIQCQO terminates only in the limit and solution obtained in finite steps are optimal

within some tolerance. We describe spatial branch-and-bound algorithm in Section 1.6. Lastly,

Jeroslow [94] showed that there can not be an algorithm that provides an optimal solution to

quadratic problems with unbounded integer variables. This result shows that finite bounds on
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all variables appearing in quadratic terms is necessary for MIQCQO problems.

1.5 Relaxation Techniques for MIQCQO

There are several approaches to relax an MIQCQO problem. After relaxing the integrality

constraints, an MIQCQO problem may still have nonconvexities from the quadratic constraints

or the objective function can be nonconvex. As discussed in Section 1.1.2, we need special

techniques to obtain convex relaxation of the nonconvex problem before we start the

branch-and-bound process. In this section we will describe several relaxation techniques which

obtain different types of convex sets as the relaxation to the MIQCQO problem.

1.5.1 McCormick Relaxation

McCormick relaxation [112] is a popular way of creating a linear relaxation of an MIQCQO

problem. We first transform the problem (Q) by introducing auxiliary variables yi j for each

quadratic term xix j and adding new quadratic constraints each having only one quadratic term.

yi j = xix j ∀i, j ∈ {1, . . . ,n}, qk
i j ̸= 0 for some k ∈ {0, . . . ,m}.

Example 1.17. Consider the following problem

min x1x2− x2x3

s. t. x2
1 + x2 + x3 ≤ 1, (1.8)

− x1 +2x2 +2x3 ≤ 1,

0≤ x1,x2,x3 ≤ 1.

We add auxiliary variables y11,y12,y23 to obtain the following reformulation

min y12− y23
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s. t. y11 + x2 + x3 ≤ 1, (1.9)

− x1 +2x2 +2x3 ≤ 1,

0≤ x1,x2,x3 ≤ 1,

y11 = x2
1,

y12 = x1x2,

y23 = x2x3.

Note the Problems (1.8) are (1.9) are equivalent to each other.

We then relax these nonconvex constraints using the following inequalities

yi j ≥ xix j + x jxi− xix j,

yi j ≥ xix j + x jxi− xix j, (1.10)

yi j ≤ xix j + x jxi− xix j,

yi j ≤ xix j + x jxi− xix j.

to obtain the linear relaxation:

min ∑
(i, j)∈E0

q0
i jyi j + cT

0 x

s.t. ∑
(i, j)∈Ek

qk
i jyi j + cT

k x≤ bk, ∀ k = 1, . . . ,m,

yi j ≥ xix j + x jxi− xix j,

yi j ≥ xix j + x jxi− xix j,

yi j ≤ xix j + x jxi− xix j,

yi j ≤ xix j + x jxi− xix j,





∀ (i, j) ∈ E, (1.11)

x≤ x≤ x,

x ∈ Rn,

yi j ∈ R ∀ (i, j) ∈ E.

Let Ek be the set of pairs (i, j) for which qk
i j ̸= 0, in other words the term xix j is present in the
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corresponding quadratic function. Then E = E0∪E1∪ . . .∪Em is the union of all the Ek sets,

i.e. E is the set of pairs (i, j) for which the term xix j exists in the problem.

Example 1.18. Consider the reformulated Problem (1.9) in Example 1.17. McCormick

relaxation of this problem is shown below.

min y12− y23

s. t. y11 + x2 + x3 ≤ 1,

− x1 +2x2 +2x3 ≤ 1,

0≤ x1,x2,x3 ≤ 1,

yi j ≥ 0,

yi j ≥ xi + x j−1,

yi j ≤ xi,

yi j ≤ x j,





∀ (i, j) ∈ {(1,1),(1,2),(2,3)}.

The optimal solution to the above relaxation is x̂ = (0.6,0.4,0.4), ŷ = (0.2,0,0.4). This

relaxation solution is not feasible to the reformulated problem (1.9) since none of the quadratic

constraints y11 = x2
1,y12 = x1x2,y23 = x2x3 are satisfied. Also x̂ is not feasible to the original

problem (1.8) since the quadratic constraint x2
1 + x2 + x3 ≤ 1 is not satisfied.

1.5.2 Underestimators, Overestimators and αBB Relaxation

Another approach to relax (Q) is to replace the nonconvex functions by nonlinear convex

underestimators and concave overestimators. An underestimator f of a function f has a function

value less than the function value of f . That is

f (x)≤ f (x) ∀x ∈ Rn.

If f is convex then it is a convex underestimator and if f is a maximal convex function then it

is called a convex envelope.
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Definition 1.19. Convex Envelope: [91] Let S ⊂ Rn be a convex and compact set, and let

f : S −→ R be a lower semicontinuous function. A function f : S −→ R is the convex envelope

of f on S if:

(i) f is convex on S

(ii) f (x)≤ f (x) ∀ x ∈S

(iii) there is no function g : S −→ R satisfying (i), (ii) and g(x̄)< f (x̄) for some x̄ ∈S

Similarly a concave overestimator f of f is a concave function that has a function value

more than that of f . Analogous to the definition of convex envelope we can define concave

envelope f of f on S as the lowest overestimator of f on S .

Relaxation using convex and concave envelopes of a function f gives us a convex

relaxation of the epigraph of f on S . There are few functions for which exact convex and

concave envelopes are known. The following result gives us the exact convex and concave

envelopes of the bilinear terms.

Theorem 1.20. [10] Let S = {(x1,x2) | x ≤ x ≤ x} ⊂ R2 and let f (x) = x1x2 then convex

envelope f and concave envelope f of f on S are

f (x) = max{x2x1 + x1x2− x1x2,x2x1 + x1x2− x1x2},

f (x) = min{x2x1 + x1x2− x1x2,x2x1 + x1x2− x1x2}

The above theorem is limited to a single bilinear term (x1x2). Applying this result to a

general quadratic function by taking a sum of convex envelopes of individual terms does not

give a convex envelope of the function. Meyer and Floudas [114] use some properties like edge

concavity to find the convex envelopes of those functions in R3. Misener and Floudas [116] use

these results to aggregate bilinear terms to get stronger convex relaxations of general quadratic

functions.

A closely related approach to nonconvex optimization problems is the αBB

underestimators [8, 15]. For a quadratic function xT Qkx + cT
k x, a vector αk ≥ 0 ∈ Rn

is chosen such that Qk + Diag(αk) ≽ 0. Now, the function xT (Qk + Diag(αk))x + cT
k x
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is a convex quadratic function (since Hessian is positive semidefinite) but does not

underestimate the function since we have added ∑
n
i=1 αk

i x2
i . To obtain an underestimator,

we subtract the secants for the univariate quadratic functions αk
i x2

i . Thus, the function

xT (Qk +Diag(αk))x+ cT
k x−∑

n
i=1 αk

i ((xi + xi)xi− xixi) is an underestimator for the quadratic

function. Now we can construct a convex relaxation

min xT (Q0 +Diag(α0))x+ cT
0 x−

n

∑
i=1

α
0
i ((xi + xi)xi− xixi)

s.t. xT (Qk +Diag(αk))x+ cT
k x−

n

∑
i=1

α
k
i ((xi + xi)xi− xixi)≤ bk ∀ k = 1, . . . ,m, (1.12)

x≤ x≤ x,

x ∈ Rn (1.13)

1.5.3 Reformulation Linearization Technique

Reformulation Linearization Technique (RLT) is a well studied method of generating a

linear relaxation for (Q). This method was first described for bilinear problem by Sherali

and Alameddine [134] and then extended to polynomial problems by Sherali and Tuncbilek

[136]. We first divide the constraints into two sets namely, linear constraints where Qk = 0,

and nonlinear constraints where Qk ̸= 0. Although in [136] bound constraints are considered

separately we include bounds on the variables in the linear constraint set for the sake of

simplicity.

Now take the product of any two pair of linear constraints and substitute the quadratic

terms with auxiliary variables to obtain a linear constraint as shown below.

(bk1− cT
k1

x)(bk2− cT
k2

x)≥ 0

=⇒ bk1bk2−bk2cT
k1

x−bk1cT
k2

x+ cT
k1

xxT ck2≥ 0

=⇒ bk1bk2−bk2cT
k1

x−bk1cT
k2

x+ cT
k1

Xck2≥ 0

where Xi j = xix j are auxiliary variables used for linearization. These linearized constraints

are called RLT constraints. Adding all possible RLT constraints along with original linear
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constraints and bound constraints generates the first order RLT relaxation for (Q). These

relaxations can be strengthened using difference of convex underestimators as described in

[149].

1.5.4 Semidefinite Programming Relaxation

Let x ∈Rn be any vector, and X be a symmetric matrix satisfying X = xxT . The set S = {(x,X) |
x ∈ Rn,X = xxT} can be written using several quadratic equations of the form Xi j− xix j = 0.

This set is nonconvex. If we relax X−xxT = 0 to X−xxT ≥ 0, we get a convex relaxation [137].

The constraint X− xxT ≥ 0 is equivalent to


1 xT

x X


≽ 0.

This observation can be applied to any QCO to obtain a convex, positive semidefinite relaxation.

For example, the following Semidefinite Optimization (SDP) problem is a relaxation for (Q)

min ⟨Q0,X⟩+ cT
0 x

s.t. ⟨Qk,X⟩+ cT
k x≤ bk ∀ k = 1, . . . ,m,

x≤ x≤ x,

1 xT

x X


≽ 0.

This relaxation can be strengthened in the presence of binary variables by adding constraints

Xii = xi ∀i ∈ I,0≤ xi ≤ 1.

1.6 Spatial Branch and Bound

The relaxations obtained by the above methods can be solved relatively easily to obtain a lower

bound on the optimal value of the (Q). If the relaxation is infeasible, then so is the Problem (Q).
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If the optimal solution of the relaxation satisfies all the constraints of the Problem (Q), then it

is also optimal to (Q). Otherwise we need to search more. One method for this search is the

spatial branch and bound (sB&B) [91, 105]. The main components of the algorithm are given in

Algorithm 1.1. We create a tree of nodes each involving a subproblem of the original problem

(Q). A relaxation is then created for the subproblem using one of the techniques described in

the previous section. sB&B is similar to B&B described for MILO in Section 1.3.1 with an

added feature that branching on continuous variables is also possible. This type of branching is

known as spatial branching and we describe it next.

Spatial Branching

In a nonconvex optimization problem, branching is done on both integer as well as

continuous variables. Integer variable branching is similar to MILO (see Section 1.3.1).

But that is not sufficient when some of the variables in quadratic constraints are continuous.

Consider an MIQCQO problem involving the constraint y = x2,x ∈ [0,1], its standard

McCormick relaxation is shown in Figure 1.5. Now let us assume that the optimal solution

of the relaxed problem (x∗,y∗) = (0.5,0.5). If we branch on x ≤ 0.5,x ≥ 0.5, the relaxation

after branching in either direction is shown in Figure 1.6. The infeasible point is eliminated

from the relaxation in either direction of branching but all feasible solution are present in at

least one of the relaxation. Although, it is clear from Figure 1.6 that spatial branching does not

create disjoint relaxations after branching as is the case with integer branching, it ensures that

the intersection of the feasible regions of the relaxations will always be feasible to the original

problem.

Figure 1.5: Relaxation of y = x2 before

branching

Figure 1.6: Relaxation of y = x2 after

branching at x = 0.5

For integer branch and bound algorithm, theoretically finite termination of standard branch
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Algorithm 1.1 Spatial branch and bound
Input: Problem Q,S = {x ∈ Rn | xT Qkx+ cT

k x≤ bk,k = {1, . . . ,m},x≤ x≤ x,xi ∈ Z ∀i ∈
I} is the feasible region of (Q), f (x) = xT Q0x+ cT

0 x is the objective function of (Q),ε > 0

Output: x∗ such that f (x∗)≤ f (x)− ε ∀x ∈ S

1: procedure SPATIALBRANCHANDBOUND

2: Create a set of nodes N ←{(Q,S,−∞)}where each node is a tuple of the subproblem

to be solved, its feasible region, and node lower bound.

3: zu←+∞

4: while N ̸= φ do

5: choose Nk := (Pk,Sk,zk) ∈N and remove Nk from N

6: Create a Linear Relaxation Lk of Pk

7: Let fk be the objective function of Lk

8: Solve Lk

9: Let x̃ be the optimum of Lk

10: zk← fk(x̄)

11: if x̃ is feasible to Pk then

12: if f (x̃)< zu then

13: zu← f (x̃)

14: x∗ = x̃

15: Remove all N j from N with node lower bound z j ≥ zu− ε

16: else if Pk is infeasible then

17: continue

18: else

19: Choose a variable xi for branching

20: if i ∈ I then

21: Sleft← S∩{x ∈ Rn | xi ≤ ⌊x̃i⌋},Sright← S∩{x ∈ Rn | xi ≥ ⌈x̃i⌉}
22: else

23: Sleft← S∩{x ∈ Rn | xi ≤ x̃i},Sright← S∩{x ∈ Rn | xi ≥ x̃i}

24: Pleft←min{ f (x) | x ∈ Sleft},Pright←min{ f (x) | x ∈ Sright}
25: Nleft← (Pleft,Sleft,zk),Nright← (Pright,Sright,zk)

26: N ←N ∪{Nleft,Nright}

27: return x∗
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and bound algorithm is ensured. For spatial branch and bound, since continuous variables are

branched as shown above, finiteness of the algorithm cannot be guaranteed. We now describe

three properties of the sB&B algorithm that are useful to prove convergence of sB&B algorithm.

By convergence, here we mean that

minzk→ f (x∗) as k→ ∞

where zk are the node lower bounds of the open nodes N . That is lower bound of the problem

approaches optimal value of the problem in the limit.

• Bound improving node selection [105] : Line 5 of Algorithm 1.1 is to choose a node

from the set of open nodes. We do not exactly describe how this can be done. One way to

select the nodes is choose that node which has the least node lower bound. This is called

the best-first strategy. Any node selection strategy is said to be bound improving if the

number of number of successive iterations in which node selected is different from the

best first strategy is finite.

• Exactness [105] : When the box of bounds of the variables [x,x] approaches a singleton

the corresponding gap between the feasible region of the relaxation and the feasible region

of the problem approaches 0. That is the relaxation becomes exact in the limit.

• Exhaustiveness [105] : sB&B algorithm equipped with the box branching as described in

Algorithm 1.1 is said to be exhaustive if each infinite nested sequence generated by the

algorithm converges to a singleton.

Under the assumptions of bound improving node selection, exactness, and exhaustiveness

sB&B algorithm will either prove terminate in finite number of steps if the problem is infeasible,

or terminate in finite number of steps and returns an optimal solution or converge to the optimal

solution in the limit. For ε tolerance optimal solution, finite termination of the sB&B algorithm

can be guaranteed without the requirement of the bound improvement condition.
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1.7 Software for Optimization

There are many software packages available for a variety of classes of optimization problems.

These software, or ‘solvers’, are implementations of algorithms to solve a particular class of

optimization problems. We describe some of these software packages in this section.

1.7.1 LO, MILO and convex MINLO

Solvers for LO problems typically implement routines for simplex method and interior point

methods. Some commonly used solvers for LO problems are CLP [67] under the COIN-OR

project, HiGHS [93], Glop available in Google OR-Tools [126], SoPlex [78], etc.

MILO solvers implement branch-and-bound algorithm along with cutting planes and many

other techniques to provide fast solutions on a large class of problems. Some commonly used

solver for MILO include CPLEX [56], Xpress [23], Gurobi [85], CBC [66] under the COIN-OR

project, HiGHS [93], SCIP [32], etc. Among these, the commercial solvers like CPLEX,

Gurobi, and Xpress use their own inbuilt LO solvers. Open-source solvers, on the other hand,

depend on other open-source or commercial LO solvers.

Several convex MINLO solvers use some form of branch-and-bound. The relaxations

solved for the branch-and-bound may be linear or nonlinear depending on the solver. Some of

these are Mosek [17], AlphaECP [146], BONMIN [39], DICOPT [83], Minotaur [111], SHOT

[109], etc.

1.7.2 MIQCQO and nonconvex MINLO

Solvers for MIQCQO and nonconvex MINLO problems implement the spatial branch-and-bound

algorithm along with many other techniques like cutting planes, bound tightening, etc. Some

solvers for nonconvex MIQCQO problems are Alpine [124, 123], ANTIGONE [118], BARON

[138], COUENNE [25], Minotaur [111], Octeract, RaPosa [81], SCIP [32] etc. Of these,
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Alpine, ANTIGONE, BARON, COUENNE, Octeract, and SCIP are designed for global

optimization of nonconvex MINLO. While RaPosa is designed for polynomial problems and

Minotaur solves nonconvex MIQCQO only. For a detailed overview of solvers for MINLO see

[44].

1.7.3 Modeling Tools

Often solvers require input problems in a specific format which may sometimes be quite difficult

to create for large problems and can be difficult to read for a human. For example, solvers for

nonlinear problems sometimes use nl file format [74] to input the problem, some solvers for

polynomial problems allow pip format [3], solvers for MILO and LO problems require lp [1]

and mps [2] format etc. To overcome this, there are several software packages which provide

an interface to create a dialogue between solvers and human readable models. These packages

allow the users to input the model in a much simpler way using a programming language and

then they create an appropriate input for the solver. Some modeling tools commonly used to

model optimization problems are AIMMS [36], AMPL [68, 69], GAMS [129], Pyomo [45],

JuMP [107] etc. Pyomo and JuMP are open-source. Pyomo is based in Python programming

language. A user can leverage many other features of Python (like reading from data files,

plotting, sorting, etc.) and call the optimization solver. Similarly, JuMP is based in Julia

programming language.

1.8 Minotaur framework for MIQCQO

Minotaur is a framework for development of solvers based on Relaxation based Branch-and-Bound

algorithm. It is an open source software under the COIN-OR project. Source code for Minotaur

can be accessed at https://github.com/coin-or/minotaur and its documentation

can be found here2. It has several software components and data structures which makes it

easier to develop algorithms that use tree search methods. For solving MIQCQO problems, we

2The code is written in C++ programming language. Most of the key algorithms and data structures use C++

classes. The modular code enables easy extensions and customization.
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have developed mglob solver in Minotaur. Figure 1.7 shows an overview of the algorithmic

framework of mglob for solving MIQCQO problems using sB&B. We now describe some of

the Minotaur components.

Read Instance

Presolve

Create Handlers

Check Convexity

Transform

Presolve Transformed Problem

Heuristics

Branch-and-Bound

Forward to Convex MINLO solver
convex

n
on

con
vex

Figure 1.7: Algorithmic framework of mglob

Reader - Minotaur accepts problem instance in two formats, namely, nl, and mps. The nl files

are read through a freely available external library (ASL). The reader for mps files is written

within Minotaur. mps reader is limited to LO and MILO inputs only. Reader parses the input

problem file and creates an instance of Problem class in Minotaur.

Presolver - Presolver identifies reductions and simplifications for the problem such that it

reduces the overall computational effort to solve the problem. Many techniques are available in

Minotaur for presolving like bound tightening, checking for redundant constraints, scaling and

coefficient improvement, dual fixing etc. For sB&B algorithm in Minotaur, presolving is done

twice before processing the root node. Once right after we create the Problem instance and

once after we transform the problem by adding auxiliary variables. Presolving is also done at

every node of the B&B tree.
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Handler - Nonlinear problems can have several constraint types having specific structure which

can be exploited individually. Minotaur offers a way to handle different constraints separately

by creating a Handler for the constraint type. Currently, there are several Handlers

in Minotaur like LinearHandler for handling linear constraints, IntVarHandler for

handling integer variables, QuadHandler for handling quadratic constraints etc. Each

Handler has a set of constraints and is responsible for creating a relaxation for its constraints,

presolving the problem based on reductions implied by its constraints, check feasibility of its

constraints, providing branching candidates for its constraints, and generating cuts based on its

constraints.

Transformer - A Transformer in Minotaur is used to reformulate the problem by adding

auxiliary variables and substituting nonlinear functions with those auxiliary variables. For every

instance, Minotaur first reformulates the problem such that every constraint in the transformed

problem can be handled by one of its Handlers. For example, given an MIQCQO instance

Minotaur will replace all bilinear or square terms in the problem with auxiliary variables and

adds additional nonlinear constraints that will be handled by QuadHandler.

Heuristics - Minotaur has a library of primal heuristics like feasibility pump, diving,

multi-start, etc. that are used to get good upper bounds at the root node. Currently, our sB&B

implementation uses only multi-start heuristic for problems with no integer variables.

Brancher - A Brancher is an implementation of a branching strategy that selects a

branching candidate given a set of branching candidates. Every Handler provides a

set of branching candidates and the Brancher then scores each candidate using some

algorithm and returns a candidate variable to branch on. There are several Branchers

in Minotaur, like, MaxVioBrancher, MaxFreqBrancher, StrongBrancher,

ReliabilityBrancher, etc.

There are many other components in Minotaur like, node processors which processes the

nodes, a tree manager for managing the B&B tree, several interfaces to third-party solvers that

solves the relaxations etc. A detailed overview of Minotaur and its components can be found in

[111].
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1.9 Contributions and Outline of the Thesis

The main contribution of this thesis is the development of a general purpose solver mglob for

MIQCQO problems in Minotaur framework. To this end we have done many improvements in

existing code as well as made new developments. Thus one important outcome of this thesis is

that mglob is now able to solve MIQCQO problems more reliably and faster. To describe the

developments we have done in Minotaur we divide this thesis into four chapters.

Chapter 2 describes a presolver for MIQCQO problems in mglob. There are many

presolving techniques in the literature, several of which were already implemented in Minotaur.

We focus mainly on three techniques that we have implemented for MIQCQO specifically. We

make the following contributions in Chapter 2.

(i) We study the impact of using two different representations of quadratic functions in our

solver, namely, representation using computational graphs and dictionary of key format of

a sparse matrix representation. We test the effectiveness of these two representations on

function evaluation and gradient evaluation for quadratic functions. Our study shows that

using a sparse matrix representation as we have described leads to much faster evaluations

in most instances that we have tested.

(ii) We then describe a simple algorithm to decompose a quadratic function into different

parts such that each part has mutually exclusive set of variables. This allows us to check

the convexity of quadratic function much faster. This decomposition also allows us to

gather information regarding separability which can be further used to develop better

relaxations for the problem.

(iii) We also implement three different bound tightening techniques in mglob and study their

effectiveness on reducing the range of variables.

In Chapter 3, we develop a novel general purpose cut generating algorithm for

quadratically constrained optimization (QCO) problems. Cuts or cutting planes are additional

constraints that are derived to tighten the relaxation for a nonconvex problems. Tighter

relaxations provide better lower bounds for the problem. We analyze the simplex tableau of the
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linear relaxation of a QCO and use McCormick estimators to generate cuts. Following are the

key contributions in Chapter 3

(i) We describe a novel cutting plane algorithm for quadratically constrained optimization

problems that is guaranteed to cut an infeasible solution of a linear relaxation for the

problem.

(ii) Our procedure is computationally cheap and does not require any matrix factorization

or decomposition, or solving cut generating LP etc. Thus we give a fast algorithm to

separate an infeasible LP point from the problem.

(iii) Our algorithm has several choices and we devise six different variants of our algorithm

on which we test the effectiveness of the cuts on benchmark instances.

(iv) We also describe a method to add additional variables to generate an RLT type relaxation

based on our algorithm. The relaxation we describe is equivalent to adding all possible

cuts from our algorithm.

In Chapter 4, we describe five branching strategies that we have implemented for spatial

branching of MIQCQO problems. We make the following contributions in Chapter 4.

(i) We describe a branching scheme analogous to the maximum infeasible branching for

MILO problems. We describe a distance measure that can be used to score the violation

of a point that is infeasible to nonconvex nonlinear constraints.

(ii) We describe an extension to strong branching called bt-strong branching which does

bound tightening before strong branching calls for every candidate.

(iii) We describe another branching scheme called bt-estimate branching where we do bound

tightening for every candidate and then use reduced costs to estimate the lower bound

improvement for each candidate.

(iv) We then combine these branching strategies to develop a reliability branching setup that

can be used for spatial branching for MIQCQO problems. We call this branching scheme

as bt-reliability branching.
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In Chapter 5, we finally conclude this thesis. We benchmark the performance of mglob

against SCIP, Gurobi and also an older version of mglob to see the effects of the techniques

described. We also discuss some future research directions for development of mglob.
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Chapter 2

Presolving Techniques

A general purpose solver for optimization problems usually begins by preprocessing the

input problem. This preprocessing step is commonly known as presolving. It constitutes a

wide range of techniques to transform the problem or collect important information about it.

Transformation of the problem may include identifying and removing redundant constraints,

substituting variables, tightening variable bounds, scaling, coefficient reduction, and more

advanced techniques like reduced cost fixing. Presolving also allows for collecting important

information regarding specific constraints or a group of constraints. It can help identify specific

structures (like knapsack constraints, network flow structure, etc.) in the problem for which

efficient solving techniques can be employed. For nonlinear problems, convexity detection and

information regarding variables participating in nonlinear constraints also help devise special

solution methods for specific problem types.

Achterberg and Wunderling [5] have done extensive computational analysis of various

presolving components. Bixby and Rothberg [37] show that if root node presolve is disabled

in CPLEX 8.0, then the performance of the solver degrades by a factor of 10.8, while if

node presolve is disabled, performance degrades by a factor of 1.3. A detailed survey about

presolving techniques for MILO problems can be found in [110]. Puranik and Sahinidis [128]
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survey presolving techniques for NLO and MINLO problems.

This chapter describes three presolving techniques implemented in mglob for MIQCQO.

In Section 2.1, we describe how representation of a quadratic function efficiently helps reduce

function and gradient evaluation times while enabling easy access to the terms of the quadratic

function. Section 2.2 shows the importance of convexity detection and describes an algorithm

for fast convexity detection for a quadratic function. Section 2.3 describes several bound

tightening techniques implemented in mglob for MIQCQO. In Section 2.4, we finally describe

how all the presolving techniques described here are integrated with other techniques already

present in Minotaur to get a functional presolver for MIQCQO problems, along with some

concluding remarks. The presolving techniques implemented in mglob as part of this chapter

makes the solver robust by significantly reducing the number of failing instances. It also helps

in getting correct solutions for more instances than previously obtained. This creates a base

solver that is used to implement and test ideas presented in the subsequent chapters.

2.1 Representation of a Quadratic function

To solve an optimization problem efficiently, appropriate data structures must be used to

represent the problem such that fast and reliable computations are possible. Most algorithms

for solving a nonlinear problem, including the branch-and-bound algorithm, require fast

function, gradient, and Hessian evaluations of the nonlinear function. Typically, nonlinear

functions are stored as a computational graph, and we use automatic differentiation to evaluate

gradient and Hessian. Since quadratic functions are a special kind of nonlinear function, we

can also use sparse matrix representation to store quadratic functions separately.

In this section, we describe both representations and how function and gradient evaluation

are done for each. Since quadratic functions have constant Hessian and can be easily stored, we

do not compare the efficiency of computing Hessian with either representation.
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2.1.1 Computational Graphs

A Computational Graph (CG) is used to store an instance of a nonlinear problem in solvers for

MINLO [144], nonlinear functions for automatic differentiation [82] in scientific applications,

and for interval analysis of nonlinear functions [132], etc. A CG is a directed acyclic graph

(DAG) where each node represents either an operator, a constant, or a variable of the problem.

Edges entering an operator node are the inputs of the operator, and edges exiting a node carry

the output value of the operation defined in the node. Consider the quadratic problem, (nvs03),

from MINLPLib [43].

min
x∈Z2

(x1−8)2 +(x2−2)2

s.t. −0.1x2
1 + x2 ≥ 0, (nvs03)

−0.33x1− x2 ≥−4.5,

100≤ x1,x2 ≤ 200.

The computational graph for (nvs03) is shown in Figure 2.1. The green source nodes

x1,x2 are the variables of the problem. The blue sink node represents the objective function

to be minimized. The yellow sink nodes are the constraint functions for which lower and

upper bounds are provided according to the constraints. For a non-commutative operation

like subtraction, the left and right nodes are defined appropriately to identify the order of

operations correctly. A computational graph can thus store a nonlinear function composed

of operators from a fixed set. They can not represent more general nonlinear functions like

integro-differential equations. We next discuss how function evaluation and gradient evaluation

are done using CG.

Function Evaluation

Given an x̂ and a CG for a nonlinear function f (.), function evaluation f (x̂) is done using

forward propagation of values from the variables in the graph. We propagate the values of

the variables starting from the source node till the sink node corresponding to the nonlinear

function. Each intermediate node computes its output from the values of the parent nodes.

Figure 2.2 shows the computation at each node while evaluating the objective function value of

35



x1 x2

−

8

−

2

̂2 ̂2

+

min

̂2

∗

−0.1

+

[0,∞)

∗

−0.33

−

[−4.5,∞)

Figure 2.1: Computational graph of (nvs03)

(nvs03) at x̂ =
(

6 3
)T

. The values evaluated at each node is shown below the corresponding

node and the function value, 5, is shown below the output node.

Gradient Evaluation:

Gradient evaluation is done using automatic differentiation techniques. We begin by

evaluating the value of each node at a given x̂. This step is the same as the function evaluation

described above. For clarity, we have named each node Ni in Figure 2.2. Each pass of the

CG evaluates the partial derivative with respect to a single variable using the chain rule of

derivatives. Given a variable, say x1, for which partial derivative needs to be computed, we

begin by initializing the partial derivatives with respect to each variable at the variable nodes.

The partial derivative with respect to the x1 node is initialized with 1 and 0 for all other variable

nodes. For all other nodes, the partial derivative with respect to x1 is computed using the partial

derivatives of the parent nodes and the chain rule for differentiation. Finally, we obtain the

partial derivative of the function with respect to x1 at the sink node. For illustration, the steps

taken to compute the partial derivative with respect to x1 for the objective function of (nvs03)

is tabulated in Table 2.1. This method is called the forward mode in automatic differentiation.

A somewhat less intuitive but more efficient way is to compute the partial derivatives in the

reverse mode [82]. Minotaur uses the reverse mode.
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Figure 2.2: Objective function evaluation at x̂ = (6,3) for the CG of (nvs03)

Node Function value Partial derivative expression Derivative evaluation

N1 6 ∂N1
∂x1

1

N2 3 ∂N2
∂x1

0

N3 8 ∂N3
∂x1

0

N4 2 ∂N4
∂x1

0

N5 −2 ∂N5
∂x1

= ∂N5
∂N1

∂N1
∂x1

+ ∂N5
∂N3

∂N3
∂x1

1×1+(−1)×0 = 1

N6 1 ∂N6
∂x1

= ∂N6
∂N2

∂N2
∂x1

+ ∂N6
∂N4

∂N4
∂x1

1×0+(−1)×0 = 0

N7 4 ∂N7
∂x1

= ∂N7
∂N5

∂N5
∂x1

2N5×1 =−4

N8 1 ∂N8
∂x1

= ∂N8
∂N6

∂N6
∂x1

2N6×0 = 0

N9 5 ∂N9
∂x1

= ∂N9
∂N7

∂N7
∂x1

+ ∂N9
∂N8

∂N8
∂x1

1× (−4)+(−1)×0 =−4

Table 2.1: Partial derivative evaluation of the objective function of (nvs03) with respect to x1
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2.1.2 Dictionary of keys

Although CGs are powerful objects for representing a nonlinear function in general, quadratic

functions have a particular structure in the sense that every term has a maximum degree of two

and hence can be stored more efficiently using other methods. A quadratic function can be

represented mathematically as xT Qx+aT x, given Q and a. Thus, one may use a sparse matrix

for Q and a sparse vector for a to store a quadratic function.

There are various ways of storing sparse matrices. For example, the Compressed Sparse

Row format stores three arrays, one each for nonzero entries, column indices, and row starts. It

is used when row operations are done on the matrix frequently. We use the dictionary of keys

format for storing the matrix Q and the vector a. We store the Q matrix as a dictionary where

the key is the pair of variables, and the value is the coefficient of the term. The vector a is

stored as a dictionary whose key is the variable, and the value is the coefficient of that variable.

Since our primary use for storing the quadratic function is for reformulation and its relaxation

rather than doing advanced matrix operations, a dictionary of keys format works very well for

our purpose. It also allows us to easily access the pairs of variables for which a product exists

and easily store all the nonlinearly participating variables. These additional features become

helpful while doing presolving operations like Optimality Based Bound Tightening, described

in Section 2.3.5. For illustration, we again consider the quadratic problem (nvs03) and represent

it in a dictionary of keys format.

68+ min
x∈Z2

{< x1,x1 >: 1,< x2,x2 >: 1},{x1 :−16,x2 :−4}

s.t. {< x1,x1 >:−0.1},{x2 : 1} ≥ 0,

{x1 :−0.33,x2 :−1} ≥ −4.5,

100≤ x1,x2 ≤ 200.

Here < ·, · > represents a pair of variables and {· : ·, · : ·, . . .} represents a dictionary of (key :

value) pair. For notational convenience, we will denote the representation of the Q matrix as

the qf part of the quadratic function and the representation of the a vector as the lf part of the

quadratic function.
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Function Evaluation

Function evaluation for this format of representation is pretty straightforward. We start by

initializing s = 0. Given an x̂, for each term, qi jxix j, in the qf we increment s by qi jx̂ix̂ j. Then,

for each term, lixi, in lf, we increment s by lix̂i. s is then returned as the value of the quadratic

function at x̂.

Gradient Evaluation

For gradient evaluation, we start by initializing g = 0 ∈ Rn. Given an x̂, for each term,

qi jxix j, in the qf we increment gi by qi jx̂ j and g j by qi jx̂i. Then, for each term, lixi, in lf, we

increment gi by li. g is then returned as the gradient of the quadratic function.

2.1.3 Computational Results

In this section, we compare our implementation of CG and qf in Minotaur with respect to

function and gradient evaluation. We used the MINLPLib [43] dataset and selected all instances

with quadratic objective or constraints. There are 830 such instances. For each instance, we

sample 1000 points uniformly from the box [x,x]. If xi is not given for a variable, then we

choose xi = −1000 for that variable. Similarly, if xi is not given, then we choose xi = 1000.

For all 1000 points sampled, we evaluate the function and gradient value using CG and qf for

all quadratic functions in the problem. Finally, we report the total time taken for function and

gradient evaluation for CG and qf. We keep a time limit of 120 seconds for this evaluation

to complete. We removed those instances for which the total time for function and gradient

evaluation for the 1000 sampled points by CG and qf is more than 120 seconds. This leaves us

with 614 instances for which we present the results.

Table 2.2 shows the average time taken for function and gradient evaluation by CG and

qf for the 614 instances. We see that qf is more than six times better in function evaluation

than CG and more than eight times better in gradient evaluation. There are only 14 instances

for which the function evaluation time for CG is better than that of qf, and we observe that in

all those instances, either the quadratic functions present are very dense or there is a square of

a linear function or a product of two linear functions. In the first case, representing a quadratic

function using a sparse matrix has no additional benefits. Additionally, for such cases, CG
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CG qf

Average time in function evaluation (ms) 1019.15 161.50

Average time in gradient evaluation (ms) 1644.83 192.89

Table 2.2: Average time for function and gradient evaluation by CG and qf

performs marginally better because, for a square term, CG computes the square of the given

input, but qf will multiply the input with itself, which is slower. In the second case, the number

of operations required for CG are just k−1 additions and 1 square operation, while for qf, the

number of operations are O(k2), where k is the number of linear terms. Thus, CG can perform

better in this case. A similar analysis for the third case shows that CG will do O(k1 + k2)

operations while qf will do O(k1k2) operations, where k1,k2 are the number of linear terms in

the product. For gradient evaluation, there are only four instances where CG performs better

than qf, three of which are small instances with only 4 or 5 variables and only square terms

present in the problem, and one instance has a product of linear functions as input. Again, in

these situations, CG performs better than qf.

2.2 Convexity Detection

Convexity plays an important role in solving optimization problems, as discussed in Section 1.1.

For nonconvex problems, identifying convex constraints can lead to tighter relaxations, and we

can also generate stronger separation algorithms. In this section, we describe a decomposition

based algorithm that exploits the graph structure of a quadratic function to detect convexity.

2.2.1 qf as a graph

A qf can be represented as a graph where nodes represent the variables in the qf and edges

are connected if the product of the two variables in the qf exists. A square term in the qf is
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x1 x2

x3 x4

x5

Figure 2.3: Representing qf (2.1) as a graph

represented as a self loop on the node of the variable. For example, consider the qf

x1x2−3x1x3 +2x2
2− x4x5 + x2

5 (2.1)

This can be represented as a graph as shown in Figure 2.3. The coefficients of the term can also

be represented by adding edge weights, but we have avoided it in this example for simplicity.

2.2.2 Convexity detection using subgraphs of the qf

A function is convex if its Hessian is positive semidefinite over all points in its domain, as seen

in Property 1.6. Since quadratic functions have constant Hessian, we can check the convexity of

a quadratic function by checking the positive definiteness of its Hessian matrix. Computational

complexity of checking positive semidefiniteness of a matrix is O(n3) either using Cholesky

decomposition or eigenvalue decomposition. Thus, checking positive semidefiniteness of a set

of smaller matrices is desirable rather than checking for a large matrix. This section describes

a simple algorithm to decompose a qf into smaller parts to detect convexity quickly. This

algorithm also allows us to separate variables of a qf to exploit separability to obtain stronger

relaxation or better reformulations.

Our objective is to decompose the qf so that each separate part has a mutually exclusive

set of variables from other parts. This decomposition is the same as finding disconnected

subgraphs of the qf. We say that a subgraph S of graph G is a disconnected subgraph if, for a
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Algorithm 2.1 An algorithm to find subgraphs of a qf
Input: A quadratic function qf

Output: A set S of quadratic functions which are subgraphs of qf

1: procedure FINDSUBGRAPHS

2: S← φ

3: I← 0 ∈ Rn

4: k← 0

5: for each term qi jxix j in qf do

6: if Ii = 0 & I j = 0 then

7: k← k+1

8: qfk← qi jxix j

9: Ii← k

10: I j← k

11: S← S∪{qfk}
12: else if Ii = 0 then

13: qfI j ← qfI j +qi jxix j

14: else if I j = 0 then

15: qfIi ← qfIi +qi jxix j

16: else

17: if Ii = I j then

18: qfIi ← qfIi +qi jxix j

19: else

20: k← k+1

21: qfk← qfIi +qfI j +qi jxix j

22: for t ∈ {1, . . . ,n} do

23: if It = i or Ii = j then

24: It ← k

25: S← S∪{qfk}
26: S← S\{qfIi,qfI j}

27: return S
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node v1 in S and a node v2 not in S there does not exist an edge connecting v1,v2 and additionally

any two nodes in S are connected via a path. We use Algorithm 2.1 to find subgraphs of a qf.

Given a qf, Algorithm 2.1 returns a set S of qfk, for k = 1, . . . , |S| such that qf = ∑
|S|
k=1qfk

and every variable in qf appears in exactly one qfk.

Algorithm 2.1 describes an approach to find block diagonal structure of a matrix when

it is stored as a dictionary of keys format (as a qf). Most implementations of finding block

diagonal decomposition use the sparse matrix format. We use the qf representation for many

purposes other than convexity detection. For example, it allows us to easily identify pairs of

variables that has a product among them, create relaxation for such products easily, identify and

store branching variables faster etc. Converting qf to sparse matrix and back to qf has extra

computational overheads which is avoided by implementing Algorithm 2.1. Thus, we believe

that our implementation will perform well within the context of the solver.

2.3 Bound Tightening

Stronger relaxations can be obtained if the variable bounds are tightened. For nonconvex

problems where relaxations are created based on the bounds of the variables (for example,

McCormick relaxation described in Section 1.5.1), tightening variable bounds allows us to

create much tighter relaxation, and there is a nontrivial reduction in the size of the relaxation.

For instance, consider the constraint y = x2,x∈ [x,x], region showed in gray in Figure 2.4 shows

the McCormick relaxation of the constraint. On the other hand, if we have tighter bounds for

x ∈ [x′,x′] then the feasible region of the relaxation gets tightened as shaded in blue in Figure

2.4. This shows that bound tightening reduces the search space beyond the trivial reduction.

Tighter relaxations provide better lower bounds, reducing the number of nodes visited in the

B&B tree.

Many bound tightening techniques have been studied in the literature and practically

implemented in state-of-the-art solvers for global optimization. Two important bound

tightening techniques studied extensively in the literature are Feasibility Based Bound

Tightening (FBBT) and Optimality Based Bound Tightening (OBBT). FBBT uses simple

interval arithmetic to forward propagate variable bounds to the constraints and then backward
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x x′ x′ x

Figure 2.4: Relaxation of y = x2,x ∈ [x,x] shaded in gray and relaxation of y = x2,x ∈ [x′,x′]

shaded in blue

propagate the constraint bounds to the variables using inverse interval arithmetic operations.

On the other hand, OBBT uses a tractable relaxation of the original problem and then solves

several optimization problems by maximizing and minimizing a variable over the feasible

region of the relaxation.

In this section, we present three techniques for bound tightening implemented in mglob.

All the techniques described in this section are taken from [60, 120, 128, 132]. We then present

computational results to show the effectiveness of these techniques on benchmark instances.

2.3.1 Literature Review

FBBT is performed on a DAG of the constraints and uses interval arithmetic techniques to

obtain bounds through the graph [120, 132]. Puranik and Sahinidis [128] survey several domain

reduction techniques and describe several extensions to FBBT. Belotti et al. [24] describe a

large Linear Program (LP) that converges to the fixed point of FBBT operations. They show

that instead of solving multiple passes of FBBT, one can solve the LP and get tighter bounds for

all the variables. Carrizosa et al. [47] describe how translating variables can improve bounds in

univariate and multivariate polynomials. Domes and Neumaier [61] give rigorous methods for
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bound tightening of Constraint Satisfaction Problems (CSP) using linear relaxations. They also

give an algorithm for constraint propagation for quadratic constraint using univariate quadratic

expression and removing bilinear terms from the constraints [60].

OBBT, although computationally expensive, is highly effective on some problems like

optimal power flow problem [51]. Bynum et al. [46] describe a method to solve a series of

small OBBT problems. They partition a bipartite graph of variables and constraints to obtain

smaller OBBT problems. Gleixner et al. [77] describe three techniques to make OBBT more

efficient, namely, aggressively filtering those OBBT problems which necessarily does not lead

to tightening, ordering variables for OBBT problems so that less number of simplex iterations

are done in each solve, and obtaining some additional redundant cuts which can be used to

obtain better bounds.

2.3.2 Feasibility Based Bound Tightening

Feasibility Based Bound Tightening (FBBT) is a simple method to infer bounds for constraints

and variables. Each iteration of FBBT has two steps. Forward propagation uses variable

bounds and employs interval arithmetic operations to infer bounds on the constraints. Backward

propagation uses bounds on the constraints and employs reverse interval arithmetic operations

to infer tighter bounds on the variables. For an MIQCQO, the following are some interval

arithmetic operations frequently used in FBBT. For any x ∈ [x,x] where x ∈ R∪ {−∞},x ∈
R∪{∞}, we denote its corresponding interval variable as x = [x,x].

• Sum of two intervals - x+y = [x+ y,x+ y]

• Product of a scalar and an interval - αx =




[αx,αx], α > 0

[αx,αx], α < 0

• Product of two intervals - x×y = [min(xy,xy,xy,xy),max(xy,xy,xy,xy)]
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• Reciprocal of an interval - 1/x =





[1/x,1/x], 0 /∈ [x,x]

[−∞,1/x], 0 = x

[1/x,∞], 0 = x

[−∞,∞], 0 ∈ (x,x)

• Quotient of two intervals - x
y = x×1/y

• Square of an interval - x2 =





[0,max(x2,x2)], 0 ∈ [x,x]

[x2,x2], x < 0

[x2,x2], x > 0

• Square root of an interval -
√

x =




[−
√

x,
√

x] x≥ 0

φ x < 0

Forward Propagation

We propagate variable bounds to obtain lower and upper bounds for each constraint of the

problem during forward propagation. Given a quadratic constraint of the form

l ≤
n

∑
i=1

n

∑
j=1

Qi jxix j +
n

∑
i=1

cixi ≤ u

We define Q(x) = ∑
n
i=1 ∑

n
j=1 Qi jxix j +∑

n
i=1 cixi and the interval Q(x) := [Q∗l ,Q

∗
u] where Q∗l ,Q

∗
u

is the optimal solution to the problem min{Qu−Ql|Q(x) ∈ [Ql,Qu],x ∈ x} and x is the box

defined by the corners (x1,x2, . . . ,xn)
T ,(x1,x2, . . . ,xn)

T . Q(x) is the best possible bound for the

constraint with the given bounds on the variables. In general, we get an interval which is larger

than Q(x).

We begin by substituting each variable in Q(x) by its interval counterpart. Using interval

arithmetic we then obtain an interval I(x)⊇Q(x). Then, updated bounds on the constraint are

I(x)∩ [l,u]. Note, if [l,u]⊇ I(x), then the constraint is redundant and can be removed from the

problem.

Example 2.1. Consider the quadratic constraint in R2

2x2
1− x2

2 +5x1−4x2 ≤ 1,x1 ∈ [0,4],x2 ∈ [−2,2].
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Here l =−∞,u = 1,Q(x) = 2x2
1− x2

2 +5x1−4x2 and if we minimize and maximize Q over the

given bounds of the variables then we get Q(x) = [−12,56]. Now if we replace every variable

in Q(x) with its interval variable and apply interval arithmetic operations we get

I(x) = 2x2
1−x2

2 +5x1−4x2

= 2× [0,4]2 +(−1)× [−2,2]2 +5× [0,4]+ (−4)× [−2,2]

= 2× [0,16]+ (−1)× [0,4]+ [0,20]+ [−8,8]

= [0,32]+ [−4,0]+ [0,20]+ [−8,8]

= [−12,60]

Thus the new bounds on the constraint are [−12,1].

For a quadratic constraint, it is clear that if all the bounds on variables are finite, then finite

bounds on the constraint can be computed.

Backward Propagation

Once we have forward propagated variable bounds on all constraints, we use constraint

bounds to infer new bounds on the variables. For a given interval I(x) on the quadratic function

Q(x) we define x* as the smallest box such that if x ∈ x,Q(x) ∈ I(x) then x ∈ x*. The following

inverse interval arithmetic operations give us new bounds on the variables.

• Sum of p terms - if z = ∑
p
k=1 tk then ti = z−∑

p
k=1
k ̸=i

tk

• Linear term - if z = at,a ∈ R then t = (1/a)× z

• Quadratic term - if z = t2 then t =
√

z

• Bilinear term - if z = t1t2 then t1 =
z
t2

Example 2.2. Let us again consider the constraint illustrated in Example 2.1.

2x2
1− x2

2 +5x1−4x2 ≤ 1,x1 ∈ [0,4],x2 ∈ [−2,2]

Using forward propogation we have derived I(x) = [−12,1] and we have calculated the bounds

for each term. We note that x* = [0,1.5894]× [−0.2679,2]
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For each term we find

2×x2
1 = I(x)− (x2

2−5x1 +4x2)

= [−40,13]

x1 = [−
√

6,
√

6]

−x2
2 = I(x)− (−2x2

1−5x1 +4x2)

= [−72,9]

x2 = [−
√

72,
√

72]

5×x1 = I(x)− (−2x2
1 +x2

1 +4x2)

= [−52,13]

x1 = [−10.4,2.6]

−4×x2 = I(x)− (−2x2
1 +x2

2−5x1)

= [−64,5]

x2 = [−1.25,16]

Thus x1 = [−
√

6,
√

6]∩ [−10.4,2.6]∩ [0,4] = [0,2.4495] and x2 = [−
√

72,
√

72]∩ [−1.25,16]∩
[−2,2] = [−1.25,2].

2.3.3 FBBT for a univariate quadratic expression

In the previous section, we used the most straightforward bound propagation technique to

identify better bounds on variables. Although inexpensive, it computes very weak bounds on

several instances. In this section, we describe a computationally inexpensive method to get

better bounds for some cases of quadratic constraints. We have implemented these techniques

in mglob, but the ideas presented in this section are directly taken from [60].

Let us consider a univariate quadratic expression q(x) = ax2 + bx. We know that q(x) is

a parabola with a minimum or maximum depending on the sign of a. We can use this to get

better bounds on the expression. Once we know q(x) ∈ [l,u], we can use quadratic formula to

get bounds on the variable during backward propagation. Next, we describe the forward and
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backward propagation for univariate quadratic expressions.

Forward Propagation

Consider q(x) = ax2 +bx,x ∈ [x,x] then we want to l,u such that q(x) ∈ [l,u]. We assume

both a,b ̸= 0 because we a = 0 then we have a linear term and if b = 0 then we can do forward

propagation as described in Section 2.3.2. Now, if a > 0 we know that q(x) is a convex parabola

and has a minimum at x∗ = − b
2a . Thus if x∗ ∈ [x,x], we set l = q(x∗) = − b2

2a ,u = max{ax2 +

b,ax2+b}. If x∗< x, we set l = ax2+b,u= ax2+b and if x∗> x, we set l = ax2+b,u= ax2+b.

Similarly, if a < 0 then q(x) is concave and we can find the values of l,u based on the region in

which q(x) attains its maximum.

Example 2.3. Let us again consider the constraint illustrated in example 2.1.

2x2
1− x2

2 +5x1−4x2 ≤ 1,x1 ∈ [0,4],x2 ∈ [−2,2]

We define q1(x) = 2x2
1 + 5x1,q2(x) = −x2

2− 4x2,Q(x) = q1(x)+ q2(x). q1(x) is convex with

minimum at x∗ = −5
4 < 0. Therefore, we get q1(x) ∈ [0,52]. Also, q2(x) is concave with

maximum at x∗ = −2 ∈ [−2,2]. Therefore, we get q2(x) ∈ [−12,4]. Thus, I(x) = [−12,56].

And the bounds on the constraints are [−12,1].

Backward Propagation

For backward propagation of a univariate quadratic expression, we use the quadratic

formula to get the bounds on the variables. Consider q(x) = ax2+bx,x ∈ x,q(x)∈ [l,u] then we

want to find x′ such that x∈ x′. Note, q(x)= ax2+bx∈ [l,u] =⇒ ax2+bx−l≥ 0,ax2+bx−u≤
0. Now, if a > 0 then using ax2 +bx− l ≥ 0 we get x ∈

[
−∞, −b−

√
b2+4al

2a

]
∪
[
−b+

√
b2+4al

2a

]
and

using ax2 +bx−u≤ 0 we get x ∈
[
−b−

√
b2+4au

2a , −b+
√

b2+4au
2a

]
. Finally,

x′= x∩
([
−∞,
−b−

√
b2 +4al

2a

]
∪
[
−b+

√
b2 +4al

2a

])
∩
[
−b−

√
b2 +4au

2a
,
−b+

√
b2 +4au

2a

]
.

Similarly we can find updated bounds on x when a < 0.

Example 2.4. In Example 2.3 we derived bounds for Q(x) using forward propagation of

univariate quadratic expressions q1(x),q2(x) as I(x) = [−12,1]. We also derived bounds
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on q1(x) ∈ [0,52],q2(x) ∈ [−12,4]. Now backward propagation of I(x) to q1(x),q2(x) we

see that q1(x) ∈ ([−12,1]− [−12,4]) ∩ [0,52] = [0,13]. Now using 2x2
1 + 5x1 ≥ 0 we get

x1 ∈ [−∞,−2.5]∪ [0,∞] and using 2x2
1 +5x1−13≤ 0 we get x1 ∈ [−4.0894,1.5894]. Thus, we

get x ∈ [0,1.5894]. Similarly computing the bounds using q2(x) we get x2 ∈ [−0.2679,2].

2.3.4 Adding Default Bounds

After employing the FBBT operations described in the previous sections it may happen that

we still have variables with infinite bounds. Jeroslow [94] showed that there cannot be any

algorithm for solving quadratic problems with unbounded integer variables. Many relaxation

techniques for MIQCQO problems depend on having finite bounds for the variables, see Section

1.5.

Thus after employing the FBBT if we do not have finite bounds on some variables then we

assume default bounds for those variables. For both lower and upper bounds, we first compute

the largest magnitude of that bound among all the variables that has a finite value for that bound.

Let that magnitude be m then we set the default bound for all other variables to be±100m where

the sign is + if the we need default upper bound and it is − for default lower bound. It may

happen that m is 0 or all variables do not have finite bounds still. In that case we set the default

bound value to be ±1000 depending on the bound type.

2.3.5 Optimality Based Bound Tightening

In the previous sections we have looked at methods which depend on a single constraint of the

original problem and derives bound based on the feasibility of the constraint. In this section we

look at a method where we first obtain a valid tractable relaxation and compute bounds based on

the feasibility of the entire relaxation. We solve a series of linear optimization problems whose

objective function is minimizing or maximizing certain variable and the feasible region is same

as that of the linear relaxation of (Q) along with additional constraint that bounds the objective

function based on the relaxation solution obtained. This method is known as Optimality Based

Bound Tightening (OBBT).
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OBBT requires a relaxation for (Q). We use McCormick relaxation (1.11) described in

Section 1.5.1. Let R be the feasible region of the McCormick relaxation and let ẑ be the optimal

objective value of the relaxation, then OBBT solves a sequence of LO problems as follows.

min/max xi

s.t. (x,y) ∈ R

∑
(i, j)∈E0

q0
i jyi j + cT

0 x≥ ẑ

This gives us lower and upper bounds for each variable by solving 2n LPs. OBBT is

computationally very expensive and we wish to eliminate solving those LPs that are necessarily

not going to improve the bounds of a variable. To do so we use a filtering approach for solving

OBBT problems.

We begin by creating a set of objective functions

O = {minxi | xi ∈ NL}∪{maxxi | xi ∈ NL}

where NL is the set of variables that appear in any product term or square term in (Q). Let x̃

be the optimal solution of the linear relaxation of the problem. For all xi ∈ NL, if x̃i ≤ xi + ε

then remove minxi from O and if x̃i ≥ xi− ε then remove maxxi from O. We now choose

an objective function from O and remove it from O. We solve the OBBT problem with the

chosen objective function. We again filter O as described above using the optimal solution of

the OBBT problem. We repeat this process until O is empty. Since optimal solution for an LP

contains many variables at one of their bounds, this strategy reduces the number of LP solves

dramatically.

2.3.6 Computational Results

We have implemented the three bound tightening techniques described in the previous sections

in mglob. Given an instance we do FBBT as described in Section 2.3.2 on all nodes of the

sB&B tree. We call this technique as simpleBT in this section. We then do FBBT for univariate
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quadratic expression as described in Section 2.3.3 on all nodes of the sB&B tree and call this

technique as univarBT in this section. If any variable appearing in a quadratic term still does not

have finite bounds then we add default bounds as described in Section 2.3.4. The problem is then

transformed with the addition of auxiliary variables and we create the McCormick relaxation.

We then solve this relaxation to get a lower bound on the problem. We then solve OBBT

problems as described in Section 2.3.5 at the root node only. We will call this technique as

OBBT in this section.

We selected all instances with either nonconvex quadratic objective or nonconvex

quadratic constraints from the MINLPLib dataset [43]. There are 685 such instances. We

removed 6 instances which got solved even before OBBT was done. We also removed instances

which takes more than 900 seconds for root node processing. Instances that are removed from

the test set are those which have number of variables, or number of constraints, or the number

of quadratic terms are very high. This increases the time taken in processing the root node.

Root node processing includes presolving, creating a root relaxation and OBBT iterations. We

finally have 499 instances for which computational results have been presented here. We run

mglob on three different settings to compare the effectiveness of the techniques presented

previously. In the first setting we do only simpleBT and add default bounds if necessary. This

is our baseline configuration with which we compare other two settings. In the second setting

we do simpleBT, univarBT, and add default bounds if necessary. And the third setting we do

all three techniques and add default bounds whenever necessary.

Table 2.3 summarizes the results obtained. We measure the range of variables before

processing the root node. Range of a variable is the difference between its lower and upper

bounds. We then take the sum of the range of all variables for every instance. We have reported

the total range of variables for all instances here. We see that doing univarBT after simpleBT

there is a marginal 0.09% improvement in the range of variables. We also note that doing

univarBT affects only 4 instances in our test set all other instances the range of variables remain

unchanged. While doing OBBT we get more than 8% improvement in the range of variables.

236 instances had bounds improvements reported after OBBT was done. We see that similar

results are obtained if we compare the number of instances solved within time limit or the

shifted geometric mean of time for solved instances.

The bound tightening techniques described above improve the solver’s performance,
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simpleBT simpleBT +

univarBT

simpleBT +

univarBT +

OBBT

Total range of

variables at root

node

2.7319E+14 2.7295E+14 2.4901E+14

Percent change in

range of variables

0 0.09 8.77

Number of

instances solved

242 243 246

Shifted geometric

mean of time for

instances solved

by all techniques

2.9937 2.9911 2.9062

Table 2.3: Summary of results comparing bound tightening techniques

particularly OBBT, which can significantly reduce solve time. We have integrated these bound

tightening techniques in mglob solver along with other presolving techniques.

2.4 Conclusion

In this chapter, we have described three presolving techniques that we implemented in mglob

for MIQCQO problems. We conclude this chapter by presenting how our techniques have been

integrated into the solver. Given an MIQCQO instance mglob first presolves the problem to

extract meaningful information and deduce reduction such that it becomes easier to solve the

problem. The first step is to check if the instance is a maximization problem and convert it to

a minimization problem by multiplying the objective function with −1. We iteratively do the

following presolving operations until there is no significant change.

1. Tighten variable bounds using linear constraints.
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2. Check for duplicate or redundant constraints.

3. For constraints of the type ax1 +bx2 = 0 we substitute x2 =−a
bx1 in the problem.

4. Dual fixing of variables to one of its bounds.

5. simpleBT for quadratic constraints.

6. univarBT for quadratic constraints.

We then check for the convexity of each constraint, and if all constraints are convex and

the objective function is also convex, we forward the problem to qg, a convex MINLO solver in

Minotaur. We then transform the problem by adding auxiliary variables of the type yi j = xix j.

For problems with no integer variables, we use a multi-start heuristic to get an upper bound for

the problem. Our multi-start heuristic randomly selects initial points, and then we use a local

NLP solver to get a local optimal solution. We then presolve the problem again to propagate

variable bounds of original x variables to auxiliary y variables. We then create a McCormick

relaxation and solve it. Finally, we do OBBT as described in Section 2.3.5 and update the

bounds on the variables accordingly.

Several presolving techniques can be implemented. We have seen in Algorithm 2.1 that

we derive subgraphs for a quadratic constraint, but we use this only to check convexity. One

can use these separable quadratic functions and develop better relaxations and reformulations.

For example, if some parts of the constraints are convex, then we can use tangent hyperplanes

for those parts to derive better cutting planes or develop specialized relaxations. We can also

study the impact of several other bound tightening techniques described in the literature.
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Chapter 3

Cutting Planes for Quadratically

Constrained Optimization Problems

We consider a Quadratically Constrained Optimization (QCO) problem with a single

quadratic constraint of the following form

min cT x

s.t. xT Qx+aT x≤ d, (QCP1)

Gx = h,

x≤ x≤ x,

where c,a ∈ Rn,d ∈ R,G ∈ Rk×n,h ∈ Rk, and the symmetric matrix Q ∈ Rn×n are given as

inputs. The cutting plane procedure proposed here considers one quadratic constraint at a time

for notational convenience. It works for any number of quadratic constraints as described in the

computational experiments in Section 3.6.

Given a QCO of the form (QCP1) above, Branch-and-cut algorithms require a suitable

relaxation. A relaxation should be easy to solve and at the same time be a close approximation
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to the original problem. A linear relaxation is often used as it is easy to solve repeatedly in

a branch-and-cut framework. McCormick [112] inequalities are commonly used to obtain a

linear relaxation of (QCP1). Simplex method is then used to solve this linear relaxation because

of two practical reasons. First, simplex method has superior warm starting ability, that is, if

a basic solution is known then it is relatively simple to restart the algorithm after the problem

is modified, and second, cutting planes can sometimes be derived from the simplex tableau,

for example, Gomory Mixed Integer cuts [80], Gomory fractional cuts [79]. The procedure

proposed here is similar in vein to these two methods. A gist of the method is first provided

along with an example, and a detailed description is provided subsequently.

Suppose we have solved a linear relaxation (LP) of (QCP1) using the simplex method and

obtained a solution, say x∗, not feasible to the quadratic constraint. The main idea proposed

here is to first substitute some or all basic variables in the quadratic constraint using the

corresponding row of the simplex tableau. A new quadratic inequality valid for (QCP1) is thus

obtained. The substitution ensures that each term in the new quadratic function has at least one

nonbasic variable. Each term is then relaxed using McCormick estimators. Since one of the

variables in each term is at its bounds, the McCormick estimators are ‘tight’ at x∗ for the term.

The linear inequality obtained as the sum of McCormick estimators will cut off x∗. Here is a

toy example to illustrate the procedure.

Example 3.1. Suppose we get the following two rows in the optimal simplex tableau while

solving a linear relaxation of a given QCO.

x1 +2x3−3x4 +2x5 = 0.3, (3.1)

x2 + x6 = 0.5,

xi ∈ [0,1] i = 1, . . . ,6.

Here x3,x4,x5,x6 are nonbasic variables currently at their lower bounds. A basic feasible

solution for the relaxation is x∗ = (0.3,0.5,0,0,0,0). Further suppose that the QCO has a

quadratic constraint x1x2 ≤ x3 that is not satisfied by x∗. Substitute x1 in the quadratic constraint

using (3.1) to obtain a new quadratic constraint

0.3x2−2x2x3 +3x2x4−2x2x5 ≤ x3 (3.2)
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that is valid for the given QCO. We can use term-by-term McCormick underestimators to

obtain a relaxation of this new quadratic constraint. That is, we use the inequalities −2x3 ≤
−2x2x3,0≤ 3x2x4, and −2x5 ≤−2x2x5 to obtain

0.3x2−3x3−2x5 ≤ 0.

This inequality is valid for the given QCO, and it cuts off x∗.

The rest of the chapter is outlined as follows. In Section 3.1 we describe the McCormick

estimators and their key properties used in the procedure. In Section 3.2 we review existing

literature. We then describe our procedure in detail in Section 3.3. We show how our procedure

is analogous to Gomory’s fractional cuts in Section 3.4. We next show some connections of our

procedure with Reformulation Linearization Technique (RLT) in Section 3.5. Finally, in Section

3.6 we discuss some computational results to show the efficiency of the cuts we generate, and

we conclude in Section 3.7.

3.1 Properties of McCormick Estimators

Property 3.2. Under- and over-estimators of a bilinear function: For a bilinear function f :

Rn→R given by f (x)= xix j for some i, j∈{1, . . . ,n}, over a given box B= {x∈Rn | x≤ x≤ x}
the following inequalities give a pair of underestimators and a pair of overestimators for f over

B

x jxi + xix j− xix j

x jxi + xix j− xix j



≤ xix j ≤





x jxi + xix j− xix j

x jxi + xix j− xix j

(3.3)

These inequalities are the well known McCormick [112] inequalities for f .

Property 3.3. McCormick inequalities are tight at bounds: It is well known that when either

xi or x j is at its bounds (lower or upper), the under- and over-estimators of f are both tight i.e.

at least one under- and one over-estimator evaluate to function value at that point. The tight

under- and over-estimators for four different cases (arising from the condition that one of the
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Edge Underestimator Overestimator

x1 = x1 x2x1 + x1x2− x1x2 x2x1 + x1x2− x1x2

x2 = x2 x2x1 + x1x2− x1x2 x2x1 + x1x2− x1x2

x1 = x1 x2x1 + x1x2− x1x2 x2x1 + x1x2− x1x2

x2 = x2 x2x1 + x1x2− x1x2 x2x1 + x1x2− x1x2

Table 3.1: Under- and over-estimators that are tight at the edges of the box B = [x1,x1]× [x2,x2]

for the function f (x) = x1x2

two variables is at one of its bounds) are given in Table 3.1. At points when neither variable is

at its bounds, there is a gap between the estimators and the function value.

Property 3.4. Under- and over-estimators of a quadratic function: Given a general quadratic

function f (x) = ∑
n
i=1 ∑

n
j=1 qi jxix j, where qi j ∈R for all i, j ∈ {1, . . . ,n}, a linear underestimator

or overestimator of f over a given box B := [x,x] can be obtained using the above McCormick

estimators for each term, depending on the sign of qi j. For example, one underestimator of f is

n

∑
i=1

n

∑
j=1

qi j>0

qi j(x jxi + xix j− xix j)+
n

∑
i=1

n

∑
j=1

qi j<0

qi j(x jxi + xix j− xix j). (3.4)

Note that many underestimators can be obtained by choosing one of the two estimators possible

for each term.

Property 3.5. Tight under- and over-estimators of a quadratic function: Consider a quadratic

function f over a box B as described in Property P3 and an x∗ ∈Rn such that for every pair (i, j)

with qi j ̸= 0 at least one of xi,x j is at one of its bounds. We can find an under- and over-estimator

for f that is tight at x∗ by selecting an appropriate estimator depending on the sign of qi j (using

Table 3.1) for each term in f .

For example, consider the quadratic function f (x) = x2
1− 2x1x2 + x2x3 over the box B =

[0,1]3 and let x∗ = (0,0.5,1). Clearly, for every term in f at least one of the variables is at its

bounds at x∗. From Table 3.1, we can underestimate x2
1 with 0,−2x1x2 with −2x1, and x2x3

with x2 + x3− 1 to obtain a tight underestimator −2x1 + x2 + x3− 1 of f . Similarly, a tight

overestimator for f at x∗ is x1 + x2.
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3.2 Literature review

Most state-of-the-art global optimisation solvers for nonconvex problems use Branch-and-Bound

algorithms augmented by cutting planes, primal heuristics, presolving, infeasibility analysis

etc. [28, 25, 117, 138]. Cutting planes for QCO have also been developed using several

approaches both for general purpose QCO and for certain special structures that are commonly

seen in applications. Some of these are described below.

Sherali and Alameddine [134] described the Reformulation Linearization Technique

(RLT) for bilinear problems. The constraint xT Qx+aT x ≤ d in (QCP1) is first replaced by the

linear constraint ⟨Q,X⟩+aT x≤ d. Then, multiplying any two linear constraints, one gets a new

quadratic constraint valid for (QCP1). Substituting Xi j = xix j in the new quadratic constraint

gives us the RLT constraint. When only bound constraints are multiplied, this approach reduces

to McCormick [112] relaxation.

In the presence of linear equality constraints Gx = h in the problem, there are many RLT

constraints possible, some of which turn out to be unnecessary. For example, RLTs obtained

by multiplying an equality constraint with all the variables individually implies all other RLTs

generated using that constraint (see [133]). Liberti [102] show that RLT constraints Xi j = xixi

corresponding to the nonbasic variables of a certain companion system is sufficient to generate

all RLT constraints Xi j = xix j. Liberti and Pantelides [103] then extend the results obtained

above to general sparse MINLPs. They describe a graph theoretical approach to filter out some

RLT constraints. Sherali et al. [135] show that given a basis of G along with the corresponding

index set B of basic variables and N of nonbasic variables, we need to only relax the RLT

constraints Xi j = xix j∀ i, j ∈ N.

Our procedure is related to the analysis of Sherali et al. [135] as we also rely on the basis

matrix to find the cut. However, instead of trying to get an equivalent representation for the

first-order RLT relaxation, we propose a fast cutting plane procedure to separate a given basic

point. In Section 3.5 we describe a method to add RLT variables. While our procedure only adds

the RLT variables corresponding to the bilinear terms present in the new quadratic constraints,

Sherali et al. [135] add all the RLT variables without considering the structure of the quadratic

constraint present. Also, our computational results show that keeping some basic variables in
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the product terms is beneficial practically. More details of key differences are given in Section

3.3.

Audet et al. [19] describe a branch-and-cut approach using the RLT method and give

four classes of cutting planes derived from RLT. Adams and Johnson [6] give a first order

RLT formulation of Quadratic Assignment Problem. Recently, Bestuzheva et al. [33] give

a separation algorithm based on RLT cuts. They identify products of a bound factor and a

linear constraint which will not produce a violated inequality. Such products are then discarded,

and other products are considered. They also project some linear constraints on a subspace of

variables to obtain RLT cuts for a smaller system of inequalities. Luedtke et al. [108] provide

several results on the strength of McCormick relaxations for multilinear problems and show

that the McCormick relaxation of a bilinear function is within a constant factor of the convex

hull at every point within the bounds of the variables. All these methods try to search for

an RLT inequality by trying different combinations of linear and bound constraints. As far

as we understand, information from the simplex tableau has not been used earlier to generate

inequalities that are guaranteed to cut off a basic feasible solution of the linear relaxation.

Intersection cuts can also be derived for (QCP1) as described in [63]. They use the corner

polyhedron associated with the optimal basis of the linear relaxation of (QCP1) and derive a

polyhedron which does not contain any feasible point to the (QCP1) in its interior. Bienstock et

al. [34] develop a cut generation procedure using intersection cuts for polynomial optimisation

problems.

Semidefinite programming (SDP) relaxations for QCO are also well studied in the

literature. Shor [137] proposed an SDP relaxation of the QCO by relaxing the constraint

X = xxT to X − xxT ≽ 0. Saxena, Bonami, and Lee [131] provide a disjunctive approach

to generate valid inequalities based on their SDP relaxation. Burer and Saxena [42] review

methods to obtain linear inequalities from SDP.

Given a QCO of the form (QCP1), it can be relaxed by rewriting the matrix Q as a

difference of two positive semidefinite matrices [38, 127, 149]. Another related approach is

the αBB underestimators developed by [15] and [8].
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3.3 A Procedure for generating cuts

We now describe the algorithm for generating cuts. We first describe it for the canonical form

of the linear relaxation because it requires less notation. Then we describe the algorithm for the

standard form of the linear relaxation.

3.3.1 Canonical form of the relaxation

Let R = {x ∈ Rn | Ax ≤ b} be a linear relaxation of the (QCP1) with rank(A) = n. Note that

R may have additional auxiliary variables. We also assume that the constraints Gx = h,x ≤ xx

are either implied by or included in Ax ≤ b. Let S = R∩{x ∈ Rn | xT Qx+ aT x ≤ d} be the

equivalent feasible region of (QCP1). The inequalities Ax ≤ b include lower and upper bound

constraints on each variable along with any other additional constraints.

At an optimal extreme point of R, n linearly independent constraints from Ax ≤ b will

be active. Let such a set of active constraints be Bx ≤ bB, where B is a nonsingular square

matrix. We can add additional slack variables sB ≥ 0 such that Bx + sB = bB. Since all x

feasible to R satisfy Bx+ sB = bB we get, x = B−1bB−B−1sB. The optimal solution to R has

x∗ = B−1bB,sB∗ = 0. Thus, any feasible solution to R (and also S) must satisfy x = x∗−B−1sB.

If x∗ is feasible to S then we have obtained an optimal solution to S. Otherwise, the quadratic

constraint in S must be violated at x∗, i. e. x∗T Qx∗+aT x∗ > d.

We substitute x = x∗−B−1sB on one side of xT Qx to obtain

xT Q(x∗−B−1sB)+aT x ≤ d

=⇒ xT Qx∗+aT x− xT QB−1sB≤ d. (3.5)

Let Q̃ =
(

q̃i j

)
=−QB−1. Then the quadratic inequality

xT Qx∗+aT x+
n

∑
i=1

n

∑
j=1

q̃i jxisB
j ≤ d, (3.6)
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is valid for S. Now we relax this quadratic inequality using McCormick inequalities (3.3) and

Table 3.1 to get

xT Qx∗+aT x+
n

∑
i=1

n

∑
j=1

q̃i j>0

q̃i jxisB
j +

n

∑
i=1

n

∑
j=1

q̃i j<0

q̃i jxisB
j ≤ d. (3.7)

At the point x = x∗,sB∗ = 0 the left hand side of the inequality (3.7) evaluates to x∗T Qx∗+

aT x∗. Since we assumed x∗T Qx∗+aT x∗ > d the linear inequality (3.7) cuts off x∗.

Example 3.6. Let S = {x ∈R2 | x1x2 ≤ 4,4x1−3x2 ≤ 8,0≤ x1,x2 ≤ 4} and z = min{−x1 | x ∈
S}. The optimal z,z∗ = −3 obtained at (3, 4

3)
T . Consider the linear relaxation R = {x ∈ R2 |

0≤ x1,x2 ≤ 4,4x1−3x2 ≤ 8}. An optimal solution of R is x∗ = (4, 8
3)

T , where constraints x1 ≤

4, and 4x1−3x2≤ 8 are active. We have Q=


0 1

2
1
2 0


 ,B=


1 0

4 −3


 ,bB =


4

8


. Substituting

in (3.6), we obtain the valid quadratic inequality

4
3

x1 +2x2−
2
3

x1s1 +
1
6

x1sB
2 −

1
2

x2sB
1 ≤ 4,

McCormick underestimators as shown in (3.7) provide the cut

4
3

x1 +2x2−
14
3

sB
1 ≤ 4.

Substituting the slack variable using the active constraint we get

6x1 +2x2 ≤
68
3
.

Solving the problem after adding the cuts improves the lower bound to zl =−3.231. □

In the above procedure when we substitute x = x∗−B−1sB to obtain (3.5), we substitute

only one of x’s in xT Qx, one can substitute both the x’s to obtain an inequality in only slack sB

variables, i. e.

(x∗−B−1sB)T Q(x∗−B−1sB)+aT (x∗−B−1sB) ≤ d
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=⇒ x∗T Qx∗+aT x∗−2x∗T QB−1sB−aT B−1sB + sBT B−T QB−1sB≤ d. (3.8)

Let Q̃ =
(

q̃i j

)
= B−T QB−1 then the following quadratic inequality is valid for S

x∗T Qx∗+aT x∗−2x∗T QB−1sB−aT B−1sB +
n

∑
i=1

n

∑
j=1

q̃i jsB
i sB

j ≤ d. (3.9)

This quadratic inequality can be underestimated using McCormick underestimators for

∑
n
i=1 ∑

n
j=1 q̃i jsB

i sB
j to obtain a different cut. In this case we will require to compute the bounds

on the sB variables, which can be computed from the equation Bx+ sB = bB and bounds on x i.

e., sB = bB−B+x−B−x, where B+ is obtained by replacing all the negative entries in B with 0

and B− is obtained by replacing all the positive entries in B with 0. For every term q̃i jsB
i sB

j in

(3.6), if q̃i j ≥ 0, then 0 an underestimator for the term and if q̃i j < 0, then either overestimators

q̃i jsB
j sB

i and q̃i jsB
i sB

j can be used (see Table 3.1 again).

Example 3.7. Consider again the problem from Example 3.6. We substitute Q,B,bB in (3.8) to

obtain the following quadratic inequality

4
3

sB
1 sB

1 −
1
3

sB
1 sB

2 −8sB
1 +

4
3

sB
2 ≤−

20
3
.

Note that sB
1 ∈ [0,4],sB

2 ∈ [0,20]. Also, sB
1 sB

1 is underestimated using 0 and sB
1 sB

2 is overestimated

using either 20sB
1 and 4sB

2 to obtain the cuts

−44
3

sB
1 +

4
3

sB
2 ≤−

20
3
,

−8sB
1 ≤−

20
3
.

Substituting the slack variables and simplifying gives the cuts

7x1 +3x2 ≤ 31, and

x1 ≤
19
6
.

And the lower bound increases to −3.167. □
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3.3.2 Standard form of linear relaxation

In this section we describe our procedure for the standard form of a linear relaxation of (QCP1).

Suppose we are given a QCO of the form (QCP1) and its linear relaxation R = min{cT x | Ax =

b,x≤ x≤ x}. We assume that all the additional variables, either substituted for quadratic terms

or added as slack/surplus variables to obtain the standard form of the relaxation, are included in

x, and finite bounds are available for all variables. If R is infeasible, then so is (QCP1), and no

cuts are required. Let x∗ be the optimal solution of R. If x∗T Qx∗+aT x∗ ≤ d, then x∗ is optimal

to (QCP1). Otherwise, let B denote the optimal basis matrix identified by the simplex method

and N denote the submatrix of A associated with nonbasic variables. The simplex method

provides linear equalities of the form xB = B−1b−B−1NxN . For every term xix j in xT Qx with

nonzero qi j, if both xi, x j are basic variables then substitute at least one of the variables with

its corresponding simplex row. If one of the two variables is a nonbasic variable, then either

substitute the basic variable or leave the term as is. This step ensures that the quadratic function

obtained after substitution has at least one nonbasic variable in each term. This substituted

quadratic function can then be relaxed using McCormick estimators to obtain a cutting plane.

This gives us Algorithm 3.1 to separate x∗ from the feasible region of (QCP1). In the algorithm

3.1, while defining the relaxation R we have assumed y to be bounded by [y,y] which may not be

readily available for all auxiliary variables or the slack variables. In that case, we have to infer

the bounds on these variables. This is a valid assumption to make since we assume x variables

to be bounded it is possible to infer bounds on the auxiliary variables or for the slack variables.

Theorem 3.8. In Algorithm 3.1, f (x∗) = πT x∗+c. Further, the inequality πT x≤ π0 is valid for

(QCP1) and cuts off x∗.

Proof. In Algorithm 3.1, g(x) is a quadratic function obtained by substituting some variables

in f (x) by their corresponding rows of simplex tableau, therefore, it is clear that f (x) = g(x)

for every point x ∈ R. In particular, f (x∗) = g(x∗). Each quadratic term in g(x) has at least

one nonbasic variable. Property (P4) in Section 3.1 ensures g(x∗) = πT x∗+ c. Since f (x∗) >

d,πT x∗ > d− c = π0.

Since f (x) = g(x) for x feasible to (QCP1), an underestimator of g is also an

underestimator of f for all feasible points of (QCP1). Hence, the inequality πT x ≤ π0 is
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Algorithm 3.1 Cut generating algorithm
Input: A linear relaxation R := min{cT x | Ax = b,x ≤ x ≤ x} ∈ Rp of a QCO of the form

(QCP1), a basic solution x∗ with x∗T Qx∗+ aT x∗ > d, set of indices for basic and nonbasic

variables B, N respectively, and a row of the optimal simplex tableau for each basic xi i. e.

xi +∑ j∈N αi jx j = βi ∀ i ∈ B.

Output: (π,π0) ∈ Rp+1 such that πT x∗ > π0

1: procedure GENERATECUTS

2: f (x)← ∑
n
i=1 ∑

n
j=1 qi jxix j

3: g(x)← 0

4: for every quadratic term xix j of f , where qi j ̸= 0 do

5: if i, j ∈ B then

6: h(x)← qi j(βi−∑k∈N αikxk)x j

7: (Optional) substitute x j by (β j−∑k∈N α jkxk) in h(x)

8: else

9: h(x)← qi jxix j

10: if i ∈ B then

11: (Optional) substitute xi by (βi−∑k∈N αikxk) in h(x)

12: if j ∈ B then

13: (Optional) substitute x j by (β j−∑k∈N α jkxk) in h(x)

14: g(x)← g(x)+h(x)

15: for every quadratic term xix j of g do

16: if coefficient of xix j is nonnegative then

17: underestimate the term using the appropriate underestimator from Table 3.1

18: else

19: underestimate the term using the appropriate overestimator from Table 3.1

20: Let πT x+ k be the linear underestimator obtained. π0← d− k

21: return (π,π0)
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valid for (QCP1).

The cutting planes derived are computationally cheap since no additional linear programs

are solved and no matrix factorisation or eigenvalue are required. Note that there are several cuts

possible for a quadratic constraint. If both variables of a quadratic term are basic, then one can

substitute either one of them or both (steps 6, 7 of Algorithm 3.1). After g(x) is obtained from

step 14 of Algorithm 3.1, it is possible that some quadratic terms in g(x) have both the variables

at their bounds (for example, during substitution if one substitutes both the basic variables of a

quadratic term) and it may happen that both the underestimators for that term can be used for

underestimating the term. In that case, we can select either of the estimators or can take a convex

combination of the two. Regardless of how one selects the variables or the estimators, the cut

violation at x∗ is the same. Hence other criteria like sparsity of the cut, range of coefficients etc.

maybe needed to pick an appropriate cut. We now give a small example to show that the cutting

plane method converges to the optimal solution in the limit.

Example 3.9. Consider the problem min{x1 | x1 + 2x2 = 1,x2 = x2
1,0 ≤ x1,x2 ≤ 1}. Let R =

{x1 + 2x2 = 1,0 ≤ x1,x2 ≤ 1}. Optimal solution (0, 1
2) can be cut off using the McCormick

overestimator for the constraint x2
1−x2 ≥ 0, x1−x2 ≥ 0. Let us call this iteration - 0. Applying

the above procedure after adding a surplus variable, gives us the cut x1−x2 ≥ 2
11 in the original

space of variables. Define the sequence {bk} of right hand sides of the cuts added in each

iteration e.g. b0 = 0,b1 =
2

11 , etc. Now we show that bk+1 > bk∀ k and the cuts generated in

the kth iteration is of the form x1− x2 ≥ bk. Assume this is true for some k, then in (k+ 1)th

iteration the active constraints will be x1− x2 ≥ bk,x1 + 2x2 = 1, and therefore the optimal

solution xk+1 = (1+2bk
3 , 1−bk

3 ). When we apply Algorithm 3.1 using these as active constraints

we get the following cut

x1− x2 ≥
11bk +2
4bk +11

.

Setting bk+1 =
11bk+2
4bk+11 and observing that bk+1 > bk whenever bk ≥ 0 completes the proof using

induction. In the limit bk→ 1
4 and xk→ (1

2 ,
1
4), which is optimal solution to the problem. □

We do not know whether the method always converges. A pure cutting plane algorithm

for general QCO is still an open question. However, the above example shows that it can be
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slow. However, it can still be used in a branch-and-cut framework to tighten the relaxations.

It is not necessary to use the optimal basis of the relaxation, sometimes using a non-optimal

basis or an infeasible basis may result in a better cut as shown below.

Example 3.10. Let P be the problem min{−x1− 4x2 | x2
1− x2

2 ≥ 3,x1 + 2x2 ≤ 2,−x1 + x2 ≤
2,−2 ≤ x1 ≤ 2,−1 ≤ x2 ≤ 1}. The feasible region of P is shown in Figure 3.1. The optimal

solution is x∗ = (1.74,0.13)T with the optimal objective value −2.26 Let R = min{−x1−4x2 |
x1 + 2x2 + s1 = 2,−x1 + x2 + s2 = 2,−2 ≤ x1 ≤ 2,−1 ≤ x2 ≤ 1,0 ≤ s1 ≤ 6,0 ≤ s2 ≤ 5} be a

relaxation of P. The optimal solution to R is x∗= (0,1)T ,s∗= (0,1)T with the optimal objective

value z∗ = −4. Algorithm 3.1 gives the cut 6x1 + 20x2 ≤ 16 and the lower bound increases to

−3.33.

Instead, consider a sub optimal corner point x̂=(2,0)T , ŝ=(0,4)T . Note that the quadratic

constraint is already satisfied at this point. Algorithm 3.1 gives the cut x1 + 4x2 ≤ 3, and the

lower bound increases to −3. This cut dominates the cut obtained from the optimal basis (see

Figure 3.1). Now choose yet another “corner" point, say, x̂ =
(
−2

3 ,
4
3

)T
, ŝ = (0,0)T which is

infeasible to the relaxation. Algorithm 3.1 provides the cut x1−13x2 ≥−5 and the lower bound

increases to −2.93. This cut dominates the other two cuts obtained.

Thus, carefully choosing a basis to obtain the cuts can impact the performance of

Algorithm 3.1. The use of non-optimal bases to generate cuts has been used in MILP literature

as well. For example, see Section 5.1.1 in [55] and the discussion about Figure 5.2. Although

this seems counterintuitive that non-optimal bases may generate cuts, theoretically that is

possible for certain polyhedron. The example described above also points to the same ideas in

the context of cuts generated by Algorithm 3.1. While it is guaranteed that if the corner point

is infeasible to the quadratic constraint Algorithm 3.1 will generate a cut that will separate

the point from the feasible region of (QCP1), using the optimal basis to generate the cut will

depend on the objective function and in general will be better to improve the bound since it

will guarantee cutting the LP optimal solution. Using non-optimal bases may even generate

redundant constraints or cut region which is not in the direction of objective function. One

should use non-optimal bases in the cuts only if the given instance has such structures amenable

to it.

We now compare our cut generating algorithm with the full level-1 RLT relaxation of the
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Figure 3.1: Cuts generated for Example 3.10.

Note : Blue shaded region shows the feasible region of P. Red line is the cut generated from the optimal

solution x∗ = (0,1)T ,s∗ = (0,1)T and red shaded region is the region cut off by this cut. Orange line

is the cut generated from the sub optimal corner point x̂ = (2,0)T , ŝ = (0,4)T and orange shaded region

is the region cut off by this cut. Green line is the cut generated from the infeasible corner point x̂ =
(
−2

3 ,
4
3

)T
, ŝ = (0,0)T and green shaded region is the region cut off by this cut.

problem in Example 3.10. RLT relaxation of the problem can be obtained by taking the product

of two linear constraints or squaring linear constraint and substituting the product of variables

or a square of a variable with auxiliary variables as described in Section 1.5.3. For example, we

can take the product of x1 +2x2 ≤ 2 and −x1 + x2 ≤ 2 to obtain

(2− x1−2x2)(2+ x1− x2)≥ 0

4−6x2− x2
1 +2x2

2− x1x2 ≥ 0

4−6x2−X11 +2X22−X12 ≥ 0.
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Similarly other products can be taken to obtain more constraints. Finally we obtain 21 additional

constraints and we add 3 auxiliary variables to the relaxation. Solving the full level-1 RLT

relaxation gives the optimal solution x∗ = (1.6,0.2),X11 = 3.2,X22 = 0.2,X12 = 0 with the

optimal objective value −2.4. Clearly, this is a much better solution compared to what is

obtained by our cut. Also this is very close to the optimal solution as well. But as pointed

out, full level-1 RLT requires O(m2) constraints and O(n2) auxiliary variables. This increases

the size of the problem considerably and further processing becomes more computationally

expensive. While our cuts are computationally very cheap and do not increase the size of the

problem to prohibitively.

As mentioned in Section 3.2, the idea of substituting basic variables by linear functions of

nonbasic variables and only considering the products of nonbasic variables was also analyzed

in [135]. We now highlight key differences between the ideas proposed here and [135].

• Algorithm 3.1 is a fast procedure to separate a basic solution from the linear relaxation

of the problem. On the other hand, Sherali et al. [135] provide a “complete" first-order

RLT relaxation of the problem that consists of many new variables and constraints, some

of which may potentially be of little use in practically solving the instance. In fact, their

procedure is independent of Q, and generates all RLT constraints using the current basis.

On the other hand, our procedure derives cuts directly from the quadratic constraint.

• Algorithm 3.1 can be used repeatedly to obtain cuts that are guaranteed to cut off a given

basic solution. Some of these cuts can be higher ordered RLT constraints, which are

practically difficult to obtain using past approaches.

• If one substitutes only a subset of basic variables in the quadratic function while ensuring

each bilinear term in the substituted quadratic has at least one nonbasic variable, then

the cut obtained is different from the approach of Sherali et al. [135]. While this cut

is in theory dominated by other RLTs, it is usually sparser and more effective, as our

computational results in Section 3.6 indicate.

• The approach presented here is easier to integrate with branch-and-cut algorithms as it

does not require creating any new variables, and can be used repeatedly. This aspect is

demonstrated in Section 3.6 where it is applied to several benchmark instances from a

standard library. In contrast, generating all first-order RLT constraints is severely limited
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by computational resources and is useful for only small instances.

3.4 Analogy with Gomory’s fractional cuts

Gomory’s fractional cuts ([79]) were the first general purpose cutting planes developed for pure

integer linear programs. We describe how our procedure discussed in Section 3.3 is similar to

Gomory’s fractional cuts. Let us consider the integer program

min{cT x | Ax = b,x≥ 0,x ∈ Zn}. (IP)

We can rewrite the integer constraints equivalently as xi ≤ ⌊xi⌋ ∀i ∈ {1, . . . ,n}. When

we solve the natural linear programming relaxation of (IP) using simplex method ignoring the

integer constraints then each row of the optimal simplex tableau will be of the form

xB
i +∑B−1

i j xN
j = x∗i

where xB,xN are the set of basic and non-basic variables respectively, B is the optimal basis

matrix as described in the previous section, and xB = x∗,xN = 0 is the optimal solution to the

linear relaxation of (IP). As described in Section 3.3 we will substitute the equations obtained

in the optimal simplex tableau into the nonconvex constraint if that is not satisfied. Here the

only nonconvex constraints are xi ≤ ⌊xi⌋ representing the integrality of the variables. Thus, if

for some i,x∗ /∈Z, then we can substitute the corresponding simplex row to obtain the following

inequality

x∗i −∑B−1
i j xN

j ≤ ⌊x∗i −∑B−1
i j xN

j ⌋ (3.10)

Similar to the McCormick relaxation of each bilinear or square term in the quadratic case

discussed above we will relax each term in the floor function in (3.10). Since floor function is

monotonically nondecreasing, overestimating each term in the floor function will overestimate
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the function value as well. Therefore,

B−1
i j ≥ ⌊B−1

i j ⌋

=⇒ x∗i −∑B−1
i j xN

j ≤ x∗i −∑⌊B−1
i j ⌋xN

j

=⇒ ⌊x∗i −∑B−1
i j xN

j ⌋ ≤ ⌊x∗i −∑⌊B−1
i j ⌋xN

j ⌋

=⇒ ⌊x∗i −∑B−1
i j xN

j ⌋ ≤ ⌊x∗i ⌋−∑⌊B−1
i j ⌋xN

j (3.11)

where the first inequality follows by the definition of the floor function, second inequality

follows because xN
j ≥ 0, third inequality follows because floor function is monotonically

nondecreasing and the last inequality follows because xN
j ∈ Z.

Combining (3.10) and (3.11) and rearranging the terms we get

∑(B−1
i j −⌊B−1

i j ⌋)xN
j ≥ x∗i −⌊x∗i ⌋

which is Gomory’s fractional cut. This shows that if one applies the above procedure discussed

in Section 3.3 to the inequality x ≤ ⌊x⌋ for any integer variable x then we get the Gomory’s

fractional cut.

3.5 Adding new variables and connections with RLT

In the previous section, linear estimators were obtained for each term of the substituted

quadratic. These estimators were then summed together to obtain a valid inequality. Another

way to linearize the substituted quadratic is by adding auxiliary variables for each quadratic

term and then using McCormick relaxation as described in Section 3.1. This procedure

obviously creates several new variables that must be added to the LP relaxation. On the other

hand, this form is equivalent to adding all the cuts possible by after g(x) is obtained by selecting

different combinations of under- or over-estimators in Algorithm 3.1, and hence may tighten

the relaxation more. We illustrate this using an example.

Example 3.11. Consider the substituted quadratic inequality (3.2) obtained in Example 3.1. We

add auxiliary variables w23 = x2x3,w24 = x2x4,w25 = x2x5 and add McCormick relaxation for
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these added variables to obtain the following relaxation

x1 +2x3−3x4 +2x5 = 0.3

x2 + x6 = 0.5

0.3x2− x3−2w23 +3w24−2w25 ≤ 0 (3.12)

x2 + x3−w23 ≤ 1

w23− x2 ≤ 0

w23− x3 ≤ 0 (3.13)

x2 + x4−w24 ≤ 1

w24− x2 ≤ 0

w24− x4 ≤ 0

x2 + x5−w25 ≤ 1

w25− x2 ≤ 0

w25− x5 ≤ 0 (3.14)

xi ∈ [0,1], i = 1, . . . ,6

w23,w24,w25 ≥ 0

Taking the linear combination (3.12) + 2× ((3.13) + (3.14)) and using the fact that w24 ≥
0 we get the cut 0.3x2 − 3x3 − 2x5 ≤ 0 obtained in Example 3.1. Consider the point x̂ =

(1,0.5,0.15,1,1,0) which satisfies both the equality constraints and the cut but there does not

exist any ŵ such that (x̂, ŵ) is feasible to the above relaxation. This shows that the above

relaxation is tighter than simply adding the cut.

It is clear from the above example that our procedure adds cuts which are equivalent to

some of the cuts obtained by Reformulation Linearization Technique (RLT) [133]. However,

it should be noted that the substituted quadratic inequality obtained is dense in the nonbasic

variables and thus several auxiliary wi j variables will be required. This increases the size of the

LP significantly and is practically not suitable for a solver. Thus one must judiciously choose

quadratic terms that should be replaced by an auxiliary variable and other quadratic terms can

be relaxed using McCormick inequalities described in the previous sections.
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We now describe this procedure of adding new variables in the general form for

completeness. Inequality (3.9) in a slightly different form is

f (x∗)−2x∗T QB−1sB−aT B−1sB + ⟨Q̃,sBsBT ⟩ ≤ d.

We add a matrix variable W = (sB)(sB)T to obtain the linear inequality

f (x∗)−2x∗T QB−1sB−aT B−1sB + ⟨Q̃,W ⟩ ≤ d. (3.15)

The constraint W = (sB)(sB)T can then be relaxed using the standard McCormick relaxation

W ≥ 0, (3.16a)

W ≥ sBsBT + sBsBT − sBsBT
, (3.16b)

W ≤ sBsBT , (3.16c)

where all the matrix inequalities above are element wise inequalities. It is evident that any

point that is infeasible to any of the cuts that can be derived from (3.9) will also be infeasible

to the inequalities (3.15) and (3.16) since every cut in (3.9) is a McCormick underestimator of

(sB)(sB)T and here we add the McCormick relaxation of (sB)(sB)T . The inequalities in (3.16),

after doing correct substitutions for the auxiliary variables W , will give us some nonnegative

linear combinations of the RLT inequalities obtained by taking product of the active constraints

and bound constraints. Inequality (3.15) can also be derived from RLT when the auxiliary RLT

variables are substituted in the original quadratic constraint in the problem. It becomes apparent

that the cuts derived from (3.9) can also be obtained from the RLT inequalities by projecting

them to the x space. Thus, our procedure in essence gives a method to identify which RLT

cuts can be added into the problem without generating all of them (many of which may be

redundant). It should also be noted that repeated addition of our cuts iteratively essentially adds

higher order RLT cuts without adding auxiliary variables.

Proposition 3.12. The inequalities (3.16) are nonnegative linear combination of RLT

inequalities for the problem (QCP1).

Proof. Recall that sB = bB−Bx and sB = bB−B+l−B−u. For (3.16a), we can easily verify
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that W ≥ 0 is equivalent to the RLT applied to the product of (bB−Bx)(bB−Bx)T ≥ 0.

For (3.16b), it is a linear relaxation of (sB− sB)(sB− sB)T ≥ 0. Now,

sB− sB = Bx−B+x−B−x = B+x+B−x−B+x−B−x = B+(x− x)−B−(x− x),

and thus

(sB− sB)(sB− sB)T = (B+(x− x)−B−(x− x))(B+(x− x)−B−(x− x))T

= B+(x− x)(x− x)T BT
+−B−(x− x)(x− x)T BT

+

−B+(x− x)(x− x)T BT
−+B−(x− x)(x− x)T BT

−

= ⟨(x− x)(x− x)T ,B+BT
+⟩+ ⟨(x− x)(x− x)T ,−B−BT

+⟩

+ ⟨(x− x)(x− x)T ,−B+BT
−⟩+ ⟨(x− x)(x− x)T ,B−BT

−⟩ ≥ 0,

each term in the above inequality is a nonnegative linear combination of an RLT inequality, and

so is their overall sum.

For (3.16c), it is a linearization of sB(sB− sB)T = (bB−Bx)(B+(x− x)−B−(x− x))T =

B+(x − x)(bB − Bx)T − B−(x − x)(bB − Bx)T ≥ 0 which again is a nonnegative linear

combination of RLT inequalities.

3.6 Computational results

We describe two sets of experiments to assess the computational impact of adding the cuts

described in the previous sections. In the first set of experiments (Section 3.6.1) cuts are added

as described in Algorithm 3.1, i.e., without introducing new variables in the cutting stage. Six

variants of this procedure are tested. In the second set of experiments (Section 3.6.2), new

variables are introduced in each round of cutting, as described in Section 3.5. The second

approach results in a much tighter relaxation after adding cuts, but comes with the additional

cost of adding more variables each time a cut is added. This experiment is proposed to quantify

the effect of deriving one or two inequalities from a quadratic constraint (Section 3.6.1) relative
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to adding all possible ones from Algorithm 3.1.

We implemented the procedures in mglob solver. All computational experiments have

been performed on a computer with a 64-bit Intel(R) Xeon(R) E5-2670 v2, 2.50GHz CPU, and

128 GB RAM. The programs were run on a single core of the CPU. The code was compiled

using GCC-4.9.2 compiler. CLP-1.17.6 [67] was used as an LP solver.

We selected 216 QP, QCP, and QCQP instances from MINLPLib [43] for the experiments

that have an optimal solution available, i.e. there is a gap of less than 10−6 between the primal

and dual bound in MINLPLib dataset. Limiting our experiments to these “easy" instances

enables us to check whether the cuts erroneously cut the optimal point and also to precisely

compute the gap closed. We did not consider instances with integer variables as we wanted to

focus on our procedure in isolation from other tightening and cut generation procedures. We

further excluded 51 instances for which either mglob solved in the root node without any cuts

or the gap between root node relaxation and the optimal objective value was less than 10−6. One

instance for which root node relaxation processing by mglob took more than 30 minutes was

also excluded. After this filtering 164 instances remained for the computational experiments

described here. We have chosen both convex and nonconvex problems which contain either

quadratic objective or one or more quadratic constraints. Routines to automatically identify and

exploit convex nonlinear constraints in mglob were disabled for these experiments. Thus all

these instances were treated as nonconvex. We call this test set T1.

We consider another set, T2 of pooling problems [115] from the MINLPLib. Pooling

problem is a problem in petrochemical industries. All quadratic terms in these instances are

bilinear, and may be suited for the RLT cuts like we propose. From a total of 88 pooling

instances in MINLPLib dataset, three are not quadratic problems and were removed. One more

instance was removed because default mglob solves the problem in the root node (without any

cuts). Eight instances were removed because default mglob takes more than 30 minutes to

process the root node. We select the remaining 76 instance. Unlike the set T1, we do not know

the optimal solution value of some of the instances in T2. Some of these instances have integer

or binary variables.
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3.6.1 Cuts in original space of variables

We now describe the computational impact of adding cuts as described in Section 3.3. The

input QCO problem is first transformed by substituting each quadratic term, xix j, that appears

in the problem (including the objective function), with an auxiliary variable yi j and then adding

the constraint yi j = xix j. Bound propagation techniques [24, 128, 60] are then applied to obtain

bounds on each variable. An initial LP relaxation of the transformed problem is then obtained

using McCormick inequalities for each bilinear term yi j = xix j. We then solve the relaxation

to obtain a lower bound that we call zbefore. Cuts are then added using the proposed variants of

Algorithm 3.1 as described below. The lower bound obtained after adding cutting planes and

solving the tightened relaxation is called zafter. We compute the gap closed by the cuts using the

formula

Gap closed =
(zafter− zbefore)×100

z∗− zbefore
, (3.17)

where z∗ is the best known optimal objective value available from MINLPLib. Note z∗≥ zafter≥
zbefore.

We have conducted two types of experiments here each having three sub-variants. For

each quadratic constraint yi j = xix j when both xi,x j are basic variables and y∗i j ̸= x∗i x∗j (in the

initial LP solution), then two possible ways of substituting this quadratic constraint are possible.

1. Substitute both xi and x j with their corresponding simplex rows to obtain a quadratic

function in only nonbasic variables and then under- or overestimate the new terms to

obtain the cuts. We propose three different variants of obtaining the linear estimator of

the quadratic function for this case.

(a) Minimum coefficient sum - Suppose there is a term xkxl (after the above substitution)

that needs to be overestimated and both xk,xl are at their lower bounds xk,xl . Then

two overestimators xlxk + xkxl − xkxl, and xlxk + xkxl − xkxl are available. If |xk|+
|xl|< |xk|+ |xl| then we choose the first overestimator, and the second one otherwise.

Similar rules are used for other cases. The motivation behind using the minimum

coefficient sum rule is that we prefer smaller coefficients in the cut.
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(b) Equal weight - In this variant, if we have two under- or overestimators for a quadratic

term then we take a convex combination of the two estimators with λ = 0.5.

(c) Reduced cost weight - Instead of giving equal weights to the two estimators as in (b),

reduced costs are used to decide a different convex combination. Let us consider the

term with xk,xl and the corresponding reduced costs µk,µl . If |µk|+ |µl| < ε then

we select the weights for each estimator as 0.5, otherwise we normalise the reduced

costs so that dk =
|µk|

|µk|+|µl | ,dl =
|µl |

|µk|+|µl | . The underestimators and overestimators

then are given in Table 3.2. We set ε = 10−6 in our experiments.

State of variable xk State of variable xl Underestimators to

choose

Overestimators to

choose

At lower bound

(xk)

At lower bound

(xl)

xlxk + xkxl− xkxl
dk(xlxk + xkxl− xkxl)+

dl(xlxk + xkxl− xkxl)

At lower bound

(xk)

At upper bound

(xl)

dk(xlxk + xkxl− xkxl)+

dl(xlxk + xkxl− xkxl)
xlxk + xkxl− xkxl

At upper bound

(xk)

At lower bound

(xl)

dl(xlxk + xkxl− xkxl)+

dk(xlxk + xkxl− xkxl)
xlxk + xkxl− xlxk

At upper bound

(xk)

At upper bound

(xl)

xlxk + xkxl− xkxl
dl(xlxk + xkxl− xkxl)+

dk(xlxk + xkxl− xkxl)

Table 3.2: Underestimators/overestimators based on the weights from the reduce cost of the

variables

2. In the second set of variants, only one variable is substituted. For a constraint yi j = xix j

with y∗i j ̸= x∗i x∗j , we substitute only one out of xi or x j with its corresponding simplex row

to obtain a new quadratic function. Again, we propose three different ways of choosing

which variable to substitute.

(a) Least infeasible - Among the two variables xi,x j we substitute the variable that

appears in the fewer number of quadratic constraints that are violated by the current

basic solution. If there is a tie we use the one which has fewer nonzero terms in its

simplex row.
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Substitute both variables Minimum Coefficient Equal Weight Reduced cost weight

Average gap closed 12.75 10.45 13.31

Substitute one variable Least infeasible Most sparse One-by-one

Average gap closed 31.06 30.86 35.53

Table 3.3: Average gap closed after adding the cuts on set T1.

(b) Most sparse - Among the two variables xi,x j we substitute the variable which has

fewer nonzero terms in its simplex row. If there is a tie we use the one that appears

in the fewer number of quadratic constraints violated by the current basic solution.

(c) One-by-one - We substitute both variables one-by-one to obtain two quadratic

functions. For example, if the term x1x2 needs to substituted and if x1 +

∑ j∈N α1 jx j = β1 and x2 + ∑ j∈N α2 jx j = β2 are the corresponding simplex rows,

then we first substitute x1 to obtain the quadratic β1x2−∑ j∈N α1 jx jx2 and then we

substitute x2 to obtain another quadratic β2x1−∑ j∈N α2 jx jx1. Thus we get two

quadratic functions and two cuts for each quadratic constraint.

We do only a single round of cut generation in these experiments. For all the six variants

discussed, we only add a cut to the relaxation if the current LP solution x∗ violates it by at least

10−3. In a more practical setting, one would apply these cuts repeatedly and manage them in

a more sophisticated manner (see [14, 145, 141] for example). We leave this aspect of tighter

integration with other components of the solver to a future study. We also limit ourselves to only

measuring the gap closed by these cuts, and not focus on their overall effectiveness in solving

the problems as this would also require a lot of fine tuning and integration with the solver. While

performing the experiments some instances on some of the variants faced numerical issues, and

for such cases we report zero gap closed. The average gap closed per instance in T1 is tabulated

in Table 3.3. On an average we close about 13% of the gap on the instances tested when both

the basic variables are substituted while more than 30% of gap was closed when only one basic

variable is substituted.

We plot a profile in Figure 3.2, to visualise the distribution of the performance of each

of the six variants over 164 instances. The horizontal axis in the plot shows the gap closed

(3.17) and the vertical axis counts the number of instances. A point (x,y) on the plot shows

that at least x% gap was closed on y instances. It is clear from the profiles that substituting
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Figure 3.2: Profile of gap closed by one round of cuts on T1.

only one variable is superior to substituting both variables. The choice of sub-variants did not

seem to have much influence on the gap closed. The detailed summary of the results for the

instances in T1 for the six variants described here is reported in the file DatasetT1.csv in

the supplementary material attached with this paper. We observe that the time taken in cutting

is reasonably low for all instances, and that our procedure is computationally cheap. Also, time

taken when substituting one variable is lower than that when we substitute both variables. It is

unsurprising because the number of terms in the new quadratic increases significantly if both

variables are substituted.

We also compare the objective lower bound obtained from our cutting plane procedure

to that obtained by two different settings of the SCIP 8.0.2. [32]. SCIP is one of the leading

open-source solvers for integer linear and nonlinear optimisation. The first setting keeps

the default values of all parameters of SCIP. In the second setting, primal heuristics are

turned off in order to isolate the effects of lower bound improvements from cuts and bound

tightening routines alone. To switch off all primal heuristics in SCIP we use the option

set/heuristics/emphasis/off. We call the lower bound provided by SCIP after
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processing the root node as zSCIP. Our algorithm is then compared to zSCIP using the formula

Percent change =
(zSCIP− zafter)×100

|zbefore|
, (3.18)

where zbefore and zafter are obtained from mglob as described above. When |Percent change| ≤ 1

we say our procedure and SCIP perform similarly. On the other hand if (Percent change)<−1

then we say our procedure performs better than SCIP and if (Percent change)> 1 then we say

SCIP performs better than our procedure. SCIP root node processing of some instances in

T1, and T2 were not completed even after 9600 seconds, and for these instances we use the

lower bound provided within this time limit. We summarise the results in Table 3.4 for test

set T1 and Table 3.5 for T2. In both these experiments the variant One-by-One was used as it

was the most promising in our previous analysis. We observe that, on an average, the lower

bounds from one round of our procedure are inferior to those from default SCIP on T1 and

comparable to those from default SCIP on T2. The lower bounds from our procedure are seen

to be superior to those from SCIP when primal heuristics of SCIP are turned off. It indicates

that the proposed procedure may be quite helpful in improving the bounds, and needs good

integration with other components of the solver. Detailed summary of the results have been

reported in the supplementary material attached.

SCIP setting Number

of

instances

Number of

instances where

both SCIP and

Algorithm 3.1

perform similarly

Number of

instances where

Algorithm 3.1

performs better

Number of

instances where

SCIP performs

better

Default 164 62 27 75

No heuristics 164 50 62 52

Table 3.4: Comparison of SCIP and Algorithm 3.1 for T1 instances
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SCIP setting Number

of

instances

Number of

instances where

both SCIP and

Algorithm 3.1

perform similarly

Number of

instances where

Algorithm 3.1

performs better

Number of

instances where

SCIP performs

better

Default 76 46 13 17

No heuristics 76 43 22 11

Table 3.5: Comparison of SCIP and Algorithm 3.1 for T2 instances

3.6.2 Adding variables

Now we describe the computational impact when we add auxiliary variables as described in

Section 3.5 to obtain tighter relaxation. We first obtain an initial LP relaxation as explained in

Section 3.6.1. For each quadratic constraint yi j = xix j when both xi,x j are basic variables and

y∗i j ̸= x∗i x∗j (in the initial LP solution), we substitute variables with their corresponding simplex

row using the following two strategies.

1. Substitute both variables - We substitute both the basic variables xi and x j to obtain a

new quadratic function. For each term xkxl in this new quadratic function, if an auxiliary

variable for xkxl is already present in the relaxation we substitute the term xkxl with that

variable. Otherwise we introduce a new variable wkl = xkxl and relax it using McCormick

relaxations.

2. Substitute one variable - We substitute one variable at a time to obtain two new quadratic

functions as described in variant One-by-one in Section 3.6.1. A new variable wkl is then

introduced for each term in the two quadratic constraints as described above.

In both these variants it is sometimes observed that the bounds on wkl introduced can be

quite large. If that is the case, the McCormick relaxation can have large coefficients and can

cause numerical issues with the LP solvers. If max{|wkl|, |wkl|} ≥ 106 we do not add a new

variable, but rather just add a linear term as described in Section 3.6.1. There are 53 such

instances when both variables were substituted and 42 such instances when one variable was
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Substitute both

variables

Substitute one

variable

Average Gap Closed 25.50 39.89

Added variables w.r.t.

original number of

variables

3.87 2.84

Table 3.6: Average gap closed and relative size of the problem after adding auxiliary variables

on set T1

substituted where such large coefficients were observed and thus not all variables have been

added for such instances.

We test the above two variants on the test set T1 but four instances we removed because

these instance hit time limit of 9600 seconds (while the new relaxation was still not generated).

Also similar to the case in Section 3.6.1 there were instances facing numerical issues whose gap

closed has been reported as 0%. Average gap closed for the two variants is reported in Table

3.6. We also measure the relative size of the new relaxation in terms of the number of variables

in the initial relaxation i.e. the ratio of the number of variables in the new relaxation to the

number of variables in the initial relaxation. The second row in Table 3.6 shows the average

relative size of the new relaxation. We observe that substituting both variables and adding

auxiliary variables closes 25% of gap on an average in the instances tested while the size of

the relaxation increases to more than three times on average. On the other hand substituting

one variable at a time and adding auxiliary variables for both quadratic functions closed about

39% of the gap while adding slightly fewer variables. Figure 3.3 shows the distribution of the

performance of both the variants based on the gap closed. The experiment again demonstrates

that substituting only one basic variable at a time is more beneficial. Substituting both variables

increases the number of terms in the new quadratic whose termwise relaxation can be relatively

weak.

We do not compare our results when auxiliary variables are added against SCIP because

of the following reasons:

1. Adding auxiliary variables was computationally tested to create a benchmark for the cuts
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Figure 3.3: Profile of gap closed by adding auxiliary variables.

generated by Algorithm 3.1.

2. For a general purpose solver it is very difficult to add variables after root node processing

has started. We only add additional variables while presolving or creating the relaxations

if needed. Once the problem is loaded in the LP solver if additional variables are added

(along with additional constraints) the LP problem doesn’t remain either primal feasible

or dual feasible and thus simplex method has to restart effectively. This makes the solve

time quite higher.

3. It is difficult to manage additional variables added after the problem is loaded in the LP

solver. Thus we avoid doing this within the solver.

The general scheme of introducing new variables while generating cuts is not

recommended in a practical setting. Most branch-and-cut implementations do not allow

adding new variables after the presolving stage. These experiments however are useful for

understanding the effectiveness of the cuts described in Section 3.6.1. By adding variables, we

are introducing all possible cuts that can be generated by Algorithm 3.1. These experimental
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results suggest that the heuristic strategy of One-by-one generates sufficiently good cuts and

closes a sizeable gap as compared to what is possible by adding all cuts.

3.7 Conclusion and Future Work

We have presented a procedure for deriving cutting planes for a linear relaxation of QCP. Our

procedure is guaranteed to cut off LP basic feasible solution that is not feasible to the QCP.

Our tests of applying one round of cuts yield promising results. Even though these cuts are a

particular type of RLT inequalities, they are available readily and do not require any search or

guess-work. Successful integration with a general purpose solver would require multiple rounds

of cut generation, careful selection, and management of these cuts along with careful tuning of

parameters.

There are several open questions with regards to this procedure. First, the convergence of

this procedure on general and specific classes of QCP can be analysed. Second, several cuts

are possible with different choices available in the algorithm and from different basic solutions.

Practical strategies for finding computational effective cuts would be an interesting topic, as

would integrating them fully in an MIQCP solver.
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Chapter 4

Branching Strategies

Presolving, primal heuristics, and cutting planes are typically used extensively in the root

node of a branch-and-cut algorithm to close the gap between the upper and lower bounds of

the optimal value. These techniques significantly reduce the size of the branch-and-bound tree

and the overall effort required to solve the problem. Once these approaches are exhausted, we

‘branch’ the search space to create subproblems that are then individually relaxed and solved

further. This recursive procedure is described already in Sections 1.3.1 and 1.6.

The subproblems created are called the child nodes of the problem (parent node). In this

sense, branching creates a tree of problems where the root is the original relaxation, and each

node subsequently is a subproblem of its parent node. The subproblems created must have the

following two properties:

• The relaxation solution of the parent node must be infeasible to all the children nodes.

• Every feasible solution to the parent node must be feasible to at least one child node.

In nonconvex MIQCQP, two types of nonconvexities are present: integrality and

nonconvex nonlinear functions. For integrality, we use integer branching as described in

Section 1.3.1, and for nonconvex nonlinear functions, we use spatial branching as described in
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1.6. Typically, at every node of the sB&B tree, there are several variables for which branching

can be done, and one must choose which branching variable to select for the current node. This

choice of branching ‘candidate’ is essential since it significantly affects the number of nodes

to be processed. Thus, given a set of branching candidates, we need a selection criterion to

choose a candidate to branch. A branching strategy is the selection criterion used to choose a

branching candidate.

Branching is an essential component of the branch-and-cut and branch-and-bound

algorithms. Most of the practically arising MIQCQO problems require branching to solve

them. Since branching increases the number of subproblems to be solved, a good branching

strategy used recursively can dramatically improve the solution time. Despite its central role in

solving these problems, our understanding and analysis of branching strategies is quite limited,

especially compared to reformulation and cutting plane techniques.

Minotaur has a few inbuilt functions for branching. We review these techniques along

with others described in the literature and propose new strategies specially designed for spatial

branching for MIQCQO. Empirical results are compiled to assess the impact of these strategies

on benchmark instances.

4.1 What is a branching strategy?

Let us use an example to show the effect on the size of sB&B tree when selecting a branching

candidate.

Example 4.1. Consider the MIQCQP

z = min x2
1−2x1x2

s. t. x1x2 + x1 ≤ 2,

x1,x2 ∈ [0,2],

x1 ∈ Z,

x2 ∈ R.

86



Branching Left child Right child

variable x̂, ŷ ẑ Status x̂, ŷ ẑ Status

x1
(0,0),

0
Pruned by (1,1),

−1
Pruned by

(0,0) feasibility (1,1) feasibility

x2
(1,0.333),

−1.333
Requires further (0.667,1.111),

−2.667
Requires further

(0,0.667) branching (0,1.333) branching

Table 4.1: Effect of selecting different branching variables

The optimal solution to the problem is x∗ = (1,1) with z∗ = −1. We add auxiliary variables

y1 = x2
1,y2 = x1x2 and relax the problem using standard McCormick relaxation as described in

Section 1.5 and relax the integrality of x1 to obtain a linear relaxation of the problem. Solving

the relaxation we get the LP solution x̂ = (0.667,0.667), ŷ = (0,1.333) with ẑ =−2.667. Note

that this solution is not feasible to both the nonlinear constraints y1 = x2
1,y2 = x1x2 and x1 is

fractional.

Now, we can either branch on (x1 ≤ 0,x1 ≥ 1) or we can branch on (x2 ≤ 0.667,x2 ≥
0.667). We summarise the effect of branching on either of these variables in Table 4.1. In Table

4.1, the Left and Right child correspond to the branch when the upper and the lower bound of

the variable are changed, respectively. Clearly, branching on x1 solves the problem since both

child nodes are pruned by feasibility while branching on x2, we still need to branch both the

child nodes further.

Example 4.1 shows that when several variables are possible to branch, deciding which

variable to branch on significantly affects the size of the sB&B tree. Therefore, we need to

identify which variable to branch to obtain the smallest sB&B tree. It is not possible to predict

the size of the sB&B tree for a given candidate without solving the problem. Thus, in principle,

a branching strategy provides an approximate score that represents the ‘benefit’ of selecting

a branching candidate. A branching strategy uses some criteria to provide an estimate of the

score. Following are some of the criteria used to estimate the score for a branching candidate:

• The approximate increase in the lower bound after branching.

• Amount of feasible region eliminated by branching.
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• Violation from the constraints.

There can be other criteria for selecting a branching candidate, like the number of

infeasible constraints a variable appears in, ensuring that the two subproblems have similar

sizes, etc. One can also use a combination of these to obtain a hybrid score. Since all

these scoring methods are estimates, choosing a branching strategy is difficult, and thorough

experimental testing is needed to select a good performing strategy.

4.2 Literature Review

Extensive research has been conducted on branching variable selection. Several papers describe

new rules to estimate a score for candidates. A common scoring technique is to use the violation

of the current relaxation solution from the new relaxation in the child nodes. A common

method used for integer branching is Maximum Infeasible branching as described in [4]. In

this branching scheme, we simply calculate the score si = 0.5−|x̂i−⌊x̂i⌋−0.5| as the closeness

of fractional part of xi from 0.5. An analogous infeasibility measure for nonconvex constraints

is the rb-inf as described in [25]. Belotti et. al. [25] first describe an infeasibility measure as the

scaled distance between the current variable value and the constraint activity at the point. That

is consider a constraint of the form xi = νi(x), then the infeasibility measure Ui =
|x̂i−νi(x̂)|
1+∥νi(x̂)∥ .

The rb-inf measure for xi is the sum of all such infeasibilities where xi appears. Another

related approach is the idea of ‘violation transfer’ described in [138]. In this scheme, violations

of nonconvex constraints are first assigned to the problem variables, and then the violation is

transferred between problem variables and auxiliary variables. The updated violations are then

used to obtain a score for branching candidates.

Another approach to estimate a score for branching candidates is the idea of pseudocosts

first described in [27]. This rule keeps a history of lower bound (on z∗) changes when a

particular variable is selected for branching. We then take the average lower bound update

as the score for branching. More details about pseudocost branching are available in [104].

One of the most computationally expensive branching strategies is strong branching [16].

In this branching scheme, we solve two LPs, one for the left child and one for the right child,

for each branching candidate. We then compute the lower bound change and obtain a candidate
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score. Recently, Dey et al. [58] showed that for small MILO instances, strong branching tree

size is within a factor of two of the optimal tree size.

A common problem in pseudocost branching is the initialisation of pseudocost in the

beginning of the B&B tree. Since in the root node (and initial stage of the tree search),

selecting the correct branching candidate is much more crucial than later nodes, as pointed

out by Forrest et al. [65]. Initialising pseudocost correctly is very important. To this end,

pseudocost are generally initialised using strong branching in the initial nodes. This method

of combining strong branching with pseudocost branching is called reliability branching which

was introduced by Achterberg et al. [4]. Reliability branching is also used for nonconvex

problems as described in [25, 144].

Recently, machine learning techniques have also been employed to select a good branching

candidate, see [12, 21, 76]. These techniques try to approximate strong branching or estimate

tree depth. See [106] for a survey of machine learning based techniques for branching variable

selection.

4.3 Branching strategies for nonconvex problems

This section describes five branching strategies implemented in Minotaur [111]. We first present

a simple rule similar to maximum infeasible branching in MILP, which computes violation

of the nonconvex constraints to obtain a score for branching candidates. We then describe

strong branching for nonconvex problems and describe some implementation details for the

same. Next, we describe two new branching rules for nonconvex problems, namely, bt-strong

branching and bt-estimate branching. Finally, we combine some of these strategies to obtain

a reliability branching scheme for nonconvex problems, which we call bt-reliability branching.

We then compare these strategies in terms of the number of nodes explored and the time taken

to solve the problem.

For each xix j term in the problem, we add an auxiliary yi j variable. We then transform

the problem by adding the constraint yi j = xix j, which is then relaxed using McCormick [112]

relaxation. Thus, the only nonconvexities in the problem, apart from the integrality restrictions,

are the constraints of the form yi j = xix j. Now, if ŷi j ̸= x̂ix̂ j then we add both variables xi, and x j

89



as branching candidates. Also, an integer variable xi having fractional value at the current point

is added as a branching candidate. Likewise, we obtain a set B of branching candidates. All

branching strategies described next compute a score for each branching candidate.

4.3.1 Maximum Violation Branching

A simple measure to identify a good branching candidate is to use the violation of the current

solution at the node from the relaxation of the child nodes. For integer variables, this is simply

the distance of the fractional solution from the nearest integer. For nonconvex constraints, it is

not as straightforward. Consider the constraint yi j = xix j which is infeasible for the relaxation

solution (x̂, ŷ), i.e. ŷi j ̸= x̂ix̂ j. We add both variables xi,x j as branching candidates. The violation

score for the constraint is computed as the orthogonal distance from the point (x̂i, x̂ j, ŷi j) to the

updated McCormick constraint that separates the relaxation solution in the branch. For instance,

if ŷi j < x̂ix̂ j and we wish to down branch on xi≤ x̂i then the McCormick constraint that separates

the point (x̂i, x̂ j, ŷi j) from the relaxation is yi j ≥ x̂ix j +x jxi− x̂ix j. The orthogonal distance from

(x̂i, x̂ j, ŷi j) to the plane yi j = x̂ix j + x jxi− x̂ix j is x̂ix̂ j−ŷi j√
1+x̂2

i +x2
j

which is taken as the violation score

for the down branch. Similarly, the branching score for the up branch is computed, and an

aggregated score for the candidate is then computed based on these violation scores.

Based on the above discussion, we use Algorithm 4.1 to compute a score for all the

branching candidates. In Algorithm 4.1, we compute the down violation and up violation

separately and then compute the score of the candidate as a convex combination of the two

violations. The score factor µ = 0.8 is used in taking the convex combination.

Notice that violations computed in Algorithm 4.1 are added for each nonconvex constraint

to obtain a cumulative score for the candidate. This is desirable because it gives a higher score

to a variable appearing in several infeasible nonconvex constraints so that branching on that

variable affects a large portion of the feasible region.
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Algorithm 4.1 Scoring for Maximum Violation Branching
Input: A set B of branching candidates

Output: Score si for each branching candidate i ∈B

Parameters: Score factor µ

procedure SCOREFORMAXVIOBRANCHING

for i ∈B do

di← 0

ui← 0

if xi ∈ Z then

di← di +(x̂i−⌊x̂i⌋)
ui← ui +(⌈x̂i⌉− x̂i)

for j ∈B do

if yi j exists then

if ŷi j < x̂ix̂ j then

di← di +
x̂ix̂ j−ŷi j√
1+x̂2

i +x j
2

ui← ui +
x̂ix̂ j−ŷi j√
1+x̂2

i +x j2

else

di← di +
ŷi j−x̂ix̂ j√
1+x̂2

i +x j2

ui← ui +
ŷi j−x̂ix̂ j√
1+x̂2

i +x j
2

si← µ min{di,ui}+(1−µ)max{di,ui}

4.3.2 Strong Branching

Strong branching is empirically one of the most effective branching strategies considering the

number of nodes processed in the B&B tree [4]. The idea is to identify which branching

candidate will improve the lower bound the most and then branch on that candidate. We first

temporarily branch on each candidate one at a time and note the lower bound increase in either

branching direction. We then score each candidate based on the weighted increase in the lower

bound in both branching directions.

We describe the scoring method for strong branching for spatial branch-and-bound in
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Algorithm 4.2. There are some features of strong branching worth highlighting here. Firstly, for

spatial branching, bound changes to the candidate variable are not sufficient, as done in integer

branching, and we need to update the McCormick relaxation for all the quadratic terms that

have the candidate variable. Secondly, as opposed to maximum violation branching described

in Section 4.3.1, strong branching can apply modifications to the current node without branching

or can even decide to prune the current node.

4.3.3 Bt-strong Branching

We now describe a new branching technique unique to the spatial branch-and-bound

algorithm. Empirically, strong branching explores fewer nodes than other branching strategies

for branch-and-bound algorithm for MILP as discussed in Section 4.3.2. For spatial

branch-and-bound, we observe that full strong branching, as described in Section 4.3.2, is

also quite effective for most instances but may not be effective for some instances. Strong

branching does not work well when the score for all branching candidates becomes 0. As

described in Section 2.3, there is a nontrivial change in the McCormick relaxation when bounds

are tightened. This motivates us to first update the bounds on all the variables based on the

candidate bound change and then do strong branching on the candidate. Let us show this effect

of doing bound tightening before strong branching using an example.

Example 4.2. Consider the instance (st_pan1) from MINLPLib [43]. We tighten the bounds

using our bound tightening approaches to the upper bounds on the variables x1 ≤ 1.11,x2 ≤
0.93,x3 ≤ 1.10. We relax this problem using McCormick relaxation described in Section 1.5.1

by adding auxiliary variables y1 = x2
1,y2 = x2

2,y3 = x2
3.

min 1.25x1−2.5x2
1−5x2

2−7.5x2
3 +5x3

s.t. 10x1 +0.2x2−0.1x3 ≤ 11

−0.3x1 +9x2 +0.2x3 ≤ 18 (st_pan1)

−0.1x1 +0.4x2 +11x3 ≤ 12

6x1 +8x2 +9x3 ≤ 18

x1,x2,x3 ≥ 0
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Algorithm 4.2 Scoring for Strong Branching
Input: A set B of branching candidates, Relaxation R at the current node, current objective

value z∗

Output: Score si for each branching candidate i ∈B

Parameters: Score factor µ

procedure SCOREFORSTRONGBRANCHING

for i ∈B do

if xi ∈ Z then

Rd ← R∩{(x,y) | xi ≤ ⌊x̂i⌋}
Ru← R∩{(x,y) | xi ≥ ⌈x̂i⌉}

else

Rd ← R,Ru← R

for j ∈B do

if yi j exists then

Rd ← Rd ∩{(x,y) | xi ≤ x̂i,yi j ≥ x j + x̂ix j− x jx̂i,yi j ≤ x jxi + x̂ix j− x jx̂i}
Ru← Ru∩{(x,y) | xi ≥ x̂i,yi j ≥ x jxi + x̂ix j− x jx̂i,yi j ≤ x jxi + x̂ix j− x jx̂i}

Solve Rd,Ru and let zd,zu be their objective values respectively.

if Rd is infeasible & Ru is infeasible then

Prune the current node

else if Rd is infeasible then

R← R∩{(x,y) | xi ≥ x̂i}
Reprocess the current node.

else if Ru is infeasible then

R← R∩{(x,y) | xi ≤ x̂i}
Reprocess the current node.

else

di← zd− z∗

ui← zu− z∗

si← µ min{di,ui}+(1−µ)max{di,ui}

The optimal solution to the relaxation is x̂=(1.1071,0.1887,1.0941), ŷ=(1.2301,0.1748,0.1989)

with a lower bound on the objective value ẑ = −5.61 Clearly, y1 ̸= x2
1,y2 ̸= x2

2, and y3 ̸= x2
3
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and hence we decide to branch here. Now, let us branch on x1 and focus on the left child i. e.

x1 ≤ 1.1071. We update the McCormick relaxation the constraint y1 = x2
1 as is done in strong

branching. The optimal solution of the relaxation remains −5.61. On the other hand, let us

update the upper bounds on x2,x3 based on the new bound on x1 and update the McCormick

relaxation for all three variables. If we solve the new relaxation, the optimal solution increases

to −5.5859.

Similarly, for all branching candidates in either direction, strong branching cannot estimate

the lower bound change for the problem correctly, but tightening bounds before solving the

strong branching problem gives us a better estimate of bound update for all candidates. If this

problem is solved using strong branching, then seven nodes are required, but if bound tightening

is done before strong branching, then only three nodes are required to solve the problem.

As motivated by Example 4.2, we thus do bound tightening for all variables before strong

branching to obtain a better estimate of lower bound update. We call this type of branching as

bt-strong branching. This branching strategy is even more expensive than strong branching

because of the additional bound tightening step before strong branching. Nonetheless, we

expect the size of branch-and-bound tree to be smaller than that of strong branching.

4.3.4 Bt-estimate Branching

As seen in the previous section, tightening variable bounds provides a better estimate of

strong branching. Motivated by this idea, we define a new branching strategy for spatial

branch-and-bound algorithm called bt-estimate branching. Since strong branching and

bt-strong branching are computationally expensive branching strategies, we wish to estimate

the increase in the lower bound without explicitly solving an LP. We do this by tightening

bounds and estimating the change in objective using the reduced cost information. The

algorithm for bt-estimate branching is given in Algorithm 4.3.

Algorithm 4.3 provides a fast heuristic to estimate the lower bound update for a given

candidate without the need to solve the LP. Since we tighten the bounds, we can trivially

check the feasibility of the node by checking if the new lower of a variable is greater than

the new upper bound. Thus, similar to strong branching, we may either prune the node, provide
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Algorithm 4.3 Scoring for bt-estimate Branching
Input: A set B of branching candidates, Relaxation R at the current node, reduced cost vector

r.

Output: Score si for each branching candidate i ∈B

Parameters: Score factor µ

procedure SCOREFORBTESTIMATEBRANCHING

for i ∈B do

di← 0

ui← 0

Rd ← R∩{(x,y) | xi ≤ x̂i}
Ru← R∩{(x,y) | xi ≥ x̂i}
Tighten bounds for Rd and Ru

Let xd,xd be the new lower and upper bounds on the variables in Rd. Similarly we

define xu,xu for Ru

if Rd is infeasible & Ru is infeasible then

Prune the current node

else if Rd is infeasible then

R← R∩{(x,y) | xi ≥ x̂i}
Reprocess the current node.

else if Ru is infeasible then

R← R∩{(x,y) | xi ≤ x̂i}
Reprocess the current node.

else

for j ∈ {1, . . . ,n} do

if r j ≥ 0 then

di← di + r j(xd
j − x j)

ui← ui + r j(xu
j − x j)

else

di← di + r j(xd
j − x j)

ui← ui + r j(xu
j − x j)

si← µ min{di,ui}+(1−µ)max{di,ui}
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modifications to reprocess the node or return branching scores. We estimate the lower bound

update based only on the bound changes of the variables. Because of the bound changes, the

McCormick relaxation changes as well, and this significantly changes the feasible region of

the relaxation. One can consider the McCormick relaxation update by defining an appropriate

measure for the change in the McCormick constraint and then using the dual values for the

corresponding constraint. We have left this for future work since defining a measure for the

update of McCormick constraint suitably may require significant testing before an appropriate

measure can be derived.

4.3.5 Bt-reliability Branching

We now describe a branching strategy combining the strengths of bt-strong branching,

pseudocost branching, and maximum violation branching that can be used for spatial

branching. Our computational results showed that bt-strong branching performs the best in

terms of the number of nodes processed, but the time taken for a single node processing is very

high. This can become prohibitive for moderate to large instances; thus, bt-strong branching

cannot be directly used. A simple approach like pseudocost branching does reasonably well

in estimating the lower bound update, given a good initialization scheme. In MILO problems

with only integer branching, a hybrid scheme involving strong branching initialization for

pseudocost branching, known as reliability branching [4], has been shown to perform well

in terms of both time taken and the number of nodes processed. For MIQCQO problems

that require spatial branching, we propose a similar branching strategy that does pseudocost

branching with bt-strong branching initialization. We use violation scores for unreliable

candidates to prioritize which candidates to bt-strong branch. We use violation distances

for reliable candidates as a distance measure for pseudocost branching. We describe our

bt-reliability branching setup in Algorithm 4.4, scoring for reliable and unreliable candidates in

Algorithms 4.5 and 4.6 respectively.

We first divide the set of branching candidates into two sets, namely, reliable candidates

and unreliable candidates. Reliable candidates are those for which we have done bt-strong

branching more than τ times. The remaining candidates are called the unreliable candidates.

We have set τ = 5 in Minotaur. For reliable candidates, we estimate the lower bound increase
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Algorithm 4.4 Algorithm for bt-reliability Branching
Input: A set B of branching candidates, vectors indicating number of times up or down

branching is done tu, td

Output: Candidate i ∈B that should be branched

Parameters: Threshold τ

procedure RELIABILITYBRANCHING

Br← φ

Bu← φ

for i ∈B do

if td
i ≥ τ & tu

i ≥ τ then

Br←Br∪{i}
else

Bu←Bu∪{i}

sr,cr←SCOREFORRELIABLECANDIDATE(Br)

su,cu←SCOREFORUNRELIABLECANDIDATE(Bu)

if sr ≥ su then

return cr

else

return cu

using pseudocosts. Initially, pseudocost ρi is set to zero for all candidates. When we bt-strong

branch on variable i, we increment the number of times bt-strong branch is done (the variables

td
i , t

u
i ). Let the current objective function value be z∗, the objective function value after bt-strong

branching for down direction is zd and the violation distance for down direction computed

using Algorithm 4.1 is di then pseudocost is updated for the candidates using the formula ρd
i =

ρd
i td

i +
z∗−zd

di
td
i +1

. Similarly, pseudocost for up direction is also computed. Pseudocost measures the

average lower bound increase per unit of the violation distance. Now, to obtain an estimate of

lower bound increase for a candidate, we take the product of the pseudocost and the violation

distance for the candidate (see Algorithm 4.5).

In the initial portion of the search tree, the number of unreliable candidates can be

very high. Doing bt-strong branching on all such candidates can be computationally very

expensive. Thus, we restrict the number of candidates to bt-strong branch by MAXCANDS (20
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Algorithm 4.5 Scoring for Reliable Candidates
Input: A set Br of reliable candidates, vectors ρd,ρu representing the pseudocost for down

and up direction respectively

Output: Candidate i ∈Br having the best score and the corresponding score

Parameters: Score factor µ

procedure SCOREFORRELIABLECANDIDATES

smax← 0

cmax← 0

for i ∈Br do

Get violation distances di,ui for the candidate (see Algorithm 4.1).

di← ρd
i di

ui← ρu
i ui

si← µ min{di,ui}+(1−µ)max{di,ui}
if si ≥ smax then

cmax← i

smax← si

return smax,cmax

for Minotaur). We need to decide which candidates to bt-strong branch on. It is desirable if

we do not bt-strong on the same candidates repeatedly, and we want to bt-strong branch on

candidates with a high violation score. Therefore, we sort the unreliable candidates based on
si

max{td
i , tu

i }+1
, which encourages the candidates with high violation scores and discourages the

candidates which are bt-strong branched many times. We then bt-strong branch on MAXCANDS

candidates and use pseudocost estimate for remaining candidates (see Algorithm 4.6).

4.4 Computational Results

We selected all instances with either nonconvex quadratic objective or nonconvex quadratic

constraints from the MINLPLib dataset [43]. There are 686 such instances. Of these, we only

keep those instances for which the root node was fully processed within a time limit of 900

seconds by all branching strategies. We consider a node fully processed when either we prune it,
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Algorithm 4.6 Scoring for Unreliable Candidates
Input: A set Bu of unreliable candidates, vectors indicating number of times up or down

branching is done tu, td

Output: Candidate i ∈Bu having the best score and the corresponding score

Parameters: Max candidates to bt-strong branch MAXCANDS

procedure SCOREFORUNRELIABLECANDIDATES

smax← 0

cmax← 0

for i ∈Br do

Get violation score si using Algorithm 4.1

si← si
max{td

i ,t
u
i }+1

Sort Bu based on si in descending order

for first MAXCANDS candidates in Bu do

Get bt-strong branching score si

if si ≥ smax then

cmax← i

smax← si

for remaining candidates in Bu do

Get pseudocost score si (see Algorithm 4.5)

if si ≥ smax then

cmax← i

smax← si

return smax,cmax

or it returns branches. Note that although there is no branching at the root node, the processing

time still varies significantly among different branching strategies because of the time taken to

select the branching candidate and subsequently create the branches. Particularly, while doing

strong branching and bt-strong branching there were several instances for which we could not

process the root node within the time limit. After removing those instances where the root node

is not processed by some of the branching strategies, we are left with 544 instances, which we

call as set T . We have implemented all the five strategies described in the previous section in

Minotaur solver [111]. All computational experiments were performed on a computer with a
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Maximum

Violation

Strong Bt-strong Bt-estimate Bt-reliability

Instances solved within

time limit

251 251 254 217 258

Shifted geometric mean

of time for Ts

2.06 2.68 2.47 3.38 2.01

Average nodes

processed for Ts

3161.80 9231.60 395.74 11244.79 1718.32

Instances where finite

upper bound not found

79 133 141 124 90

Average nodes

processed for Tu

168719.15 5953.48 2241 15521.11 253522.23

Average relgap for T ub
u 18.24 18.75 19.34 20.12 14.01

Table 4.2: Summary of results comparing different branching strategies

64-bit Intel(R) Xeon(R)E5-2670 v2, 2.50GHz CPU, and 128 GB RAM. We used GCC-4.9.2 to

compile our code and CLP-1.17.6 to solve the linear relaxations at every node. We ran our code

on a single core of the CPU.

For every instance, we begin by presolving the problem. Then, we transform the problem

by substituting quadratic terms with auxiliary variables and creating the McCormick relaxation

as described in Section 1.5.1. We presolve the transformed problem and obtain initial root

relaxation. We then solve the root relaxation. Let LBroot be the objective function value at the

optimal solution of the root relaxation. Cutting planes are switched off for the experiments

to assess the impact on the lower bound by a given branching strategy independently. Thus,

after root relaxation is solved, we call the specific brancher 1 which either returns two new

subproblems, called branches or sometimes provides modifications to the root relaxation which

require further processing of the root node.

We create three subsets of instances in T . Those instances solved by all branching

strategies within the time limit of 900 seconds are called the set Ts. There are 207 instances

in Ts. The instances not solved by any solver within the time limit of 900 seconds are called

1A brancher is an implementation of a particular branching strategy
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the set Tu. There are 250 instances in Tu. And we define set T ub
u which are instances in Tu,

and all branching strategies obtained a finite upper bound. There are 100 instances in T ub
u .

Table 4.2 reports the summary of results obtained. We observe that bt-reliability branching

solves the maximum number of instances within the time limit. Although the number of

instances solved by bt-reliability branching is not significantly higher than other strategies, we

see that bt-estimate branching solves significantly fewer instances. We compute the shifted

geometric mean of time and average number of nodes processed for instances in Ts. With

respect to time, we observe that bt-reliability brancher is marginally better than maximum

violation brancher, while others take even more time. With respect to the number of nodes

processed, unsurprisingly, bt-strong branching uses the fewest nodes and beats other branching

rules handsomely. However a surprising result is that strong branching performs worse than

maximum violation branching. This happens because there are 8 instances where strong

branching performs significantly worse than expected. For example, in the instance ST_RV7,

the number of nodes processed by maximum violation branching is 397, and bt-strong brancher

takes only 71 nodes, but strong brancher takes 1,412,767 nodes. Such a marked difference

arises because while processing several nodes (including the root node), strong branching has

all candidates with 0 score i. e. both down and up direction objective value improvement is 0.

Then, it selects the variable, which is the lexicographic first variable. In comparison, bt-strong

branching provides an appropriate score for all the candidates and does very well in solving the

problem. Similar issues happen for other 7 instances as well. If we remove these 8 instances

from the average computation, we see that the average number of nodes for strong branching

reduces to 2518.52.

For instances in Tu, as one would expect, we see that the number of nodes processed by

bt-reliability branching and maximum violation branching is more than other strategies since

these are computationally less expensive. Moreover, since the number of nodes processed is

higher for maximum violation branching and bt-reliability branching, they can explore more

parts of the feasible region. Thus, finite upper bounds are found for more instances with these

strategies than others. Also, bt-strong branching processes the least number of nodes; thus, the

highest number of instances are there where it cannot find a finite upper bound. We compare the

relative optimality gap to assess the performance of branching strategies on these Tu instances.
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We define relative optimality gap as

relgap =
UB−LB
|UB|+ ε

where UB is the upper bound on the objective value, LB is the lower bound on the objective

value, ε is a small positive number to avoid division by zero in case UB is zero. We use ε = 10−6

in our computations. If we have not obtained a finite upper bound for an instance, then the

relative gap is not well defined according to our definition. Thus, we compute the average

relative optimality gap for only 100 instances in T ub
u . We see that bt-reliability branching

performs better than other strategies.

We can see that comparison of branching strategies based on solving time can be done

only for solved instances in Ts. In contrast, branching strategies are compared based on relative

optimality gap for T ub
u instances. Also, the union of the sets Ts,T ub

u is not the entire set of

instances T . To get an overall comparison considering both time taken and gap closed, we

compare the pace of each strategy as defined in [76]

pace =
time

LBend−LBroot + ε

where time is the time taken during solving, LBend is the lower bound obtained after solving,

and ε = 10−6 is used to avoid division by zero. Since a good branching strategy often increases

the lower bound fastest, pace measures the time taken to increase the lower bound by one unit.

Therefore, a better branching strategy will have lower pace and vice versa. This allows us to

fairly compare two branching strategies, even if one has solved the instance to optimality while

the other has not solved the instance within the time limit. We plot the performance profile

[59] of all the branching strategies based on pace in Figure 4.1. For each instance, we first find

the best pace among all the strategies and then take the ratio of the pace of each strategy with

respect to the best pace. The horizontal axis in Figure 4.1 is a logarithmic axis of pace ratio.

The vertical axis is the number of instances where pace ratio for a given strategy is less than

the corresponding pace ratio on the horizontal axis. We observe that there is no clear winner

among maximum violation branching and bt-reliability branching. There are some instances

where maximum violation branching performs better while other instances where bt-reliability
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Figure 4.1: Performance profile of different branching strategies based on pace.

branching has a better pace. Other three branching strategies perform worse. Combining results

from Table 4.2 and Figure 4.1, we conclude that bt-reliability branching is marginally better

than maximum violation branching and dominates other branching strategies.

4.5 Conclusion and Future Work

We have described five different branching strategies and implemented these in Minotaur

framework. The branching strategies are designed for spatial branching for MIQCQO

problems. For example, we define a measure for violation of nonconvex constraints that

takes into account the subsequent relaxation after branching, and our bt-strong branching

strategy takes explicitly into account the fact that bound tightening reduces the feasible region

nontrivially and allows much better scoring for branching candidates. We develop a reliability

branching type setup designed for spatial branching that initializes the pseudocosts based

on bt-strong branching instead of strong branching as done in integer branching for MILO

problems. Bt-reliability branching also integrates violation scores to compute the distance

for pseudocosts and generate a priority list for bt-strong branching. We thoroughly tested

these strategies on benchmark instances and reported the results. Our results indicate that

bt-reliability branching is better than other branching strategies described, with a close second
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being maximum violation branching.

Bt-reliability brancher does bt-strong branching for a fixed MAXCANDS number of

unreliable candidates at each node; a possible extension would be to do bt-strong branching

for a variable number of unreliable candidates depending on the depth of the node. Another

extension is for each variable doing bt-strong branching τ1 times and then doing strong

branching τ2 times before considering the variable reliable.
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Chapter 5

Conclusion and Future Work

MIQCQO problems are hard to solve to global optimality, both theoretically and

practically. We develop a general purpose solver based on spatial branch-and-bound algorithm

to solve MIQCQO problems. We have discussed the implementations of three components of

the solver, namely, presolver, specialized cut generator, and brancher.

In Chapter 2, we described three presolving techniques. Representing a quadratic function

efficiently helps in reducing the function and gradient evaluation times. We observe that using a

dictionary of keys format of sparse matrix representation significantly helps reduce the function

and gradient evaluation time as opposed to using a computational graph. We also described an

algorithm for detecting convexity based on separability of the variables. This helps in getting

information regarding which constraints or parts of constraints are convex. We then describe

three techniques for bound tightening for MIQCQO problems. We observe that doing OBBT

significantly reduces the bounds of the variables, and we can solve three more instances within

time limit when OBBT is turned on in our solver.

In Chapter 3, we have developed a novel cut generating algorithm for quadratically

constrained optimization problem. We prove that our algorithm will always separate an LP

basic feasible solution that is infeasible to the original problem. We show that our cuts are
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a subset of RLT cuts when the RLT variables are projected out. Our algorithm is fast and

generates these cuts by manipulating the simplex tableau. We do thorough computational

testing on several variants of our algorithms and show that One-by-One is superior in closing

the optimality gap among the variants tested.

In Chapter 4, we describe five branching strategies developed for MIQCQO problems.

Two strategies described are analogous to maximum infeasible branching and strong branching

in MILO problems. We describe three other branching strategies developed specifically for

spatial branching by doing bound tightening before computing the improvement in the lower

bound for a given candidate. We developed bt-reliability branching strategy, which is a variant

of reliability branching for MILO. Bt-reliability branching combines pseudocost branching,

bt-strong branching, and maximum violation branching to obtain a good score for branching

candidates. We observe that bt-reliability brancher performs better than other branching

strategies in terms of both the time taken to solve and the rate of closing the optimality gap. A

close second is maximum violation branching.

In the next section, we benchmark our solver against an open source solver SCIP and a

commercial solver Gurobi. We also compare the current mglob against an older version of

mglob to show combined improvements from all the developments discussed in this thesis.

5.1 Performance of mglob

We benchmark current mglob (git hash 5592878, commit date October 6, 2023) against SCIP,

Gurobi and mglob from Minotaur 0.2.2 (git hash b944ef6, release date October 15, 2020)

when many of the developments described in this thesis were not present. The current version

of mglob has the following defaults for the algorithms described in the thesis.

• Quadratic functions are represented using qf for every instance.

• Convexity detection is turned on. Problems which are detected as convex (i.e. all

constraints are detected as convex, and the objective function is also detected as convex)

are forwarded to qg solver of Minotaur.

• simpleBT and univarBT are done on all nodes. OBBT is done at the root node only.
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• Minimum three rounds and maximum 25 rounds of cutting is done using Algorithm 3.1.

• We keep a list of lower bounds on the objective function lbk where k is the cut round. After

three rounds of cutting are done, we do cut generation only if there is a 10% increase in

the lower bound. We compute the percent increase in the lower bound in 3 rounds using

the below formula.

percent increase in lower bound =
lbk− lbk−3

b
×100,

where b is taken as the upper bound on the objective function if a finite upper bound is

available otherwise, b = lbk−3.

• For every violated constraint ŷi j ̸= x̂ix̂ j, we generate a cut based on this constraint only if

|ŷi j− x̂ix̂ j| ≥ 0.1

(
(xi− xi)(x j− x j)

4

)

where the left side of the expression is the constraint violation and the right side is 0.1

times the maximum possible violation of that constraint. That is, we generate a cut only

if the constraint violation is more than 0.1 times the maximum possible violation of the

constraint.

• We only add a cut to the relaxation if the current LP solution violates it by at least 10−3.

• bt-reliability branching is used as the branching strategy.

We have taken all 830 convex and nonconvex MIQCQO problems from the MINLPLib

dataset [43]. All computational experiments were performed on a computer with a 64-bit

Intel(R) Xeon(R)E5-2670 v2, 2.50GHz CPU, and 128 GB RAM. For both versions of Minotaur,

we used GCC-4.9.2 to compile our code. Minotaur 0.2.2 uses CLP-1.16.9 as a linear solver for

solving linear relaxations and IPOPT-3.12.7 as an NLP solver. The current version of Minotaur

uses CLP-1.17.6 as a linear solver and IPOPT-3.14.12 as an NLP solver. Binary files provided

by SCIP Optimization Suite 8.0.2 were used to test the performance of SCIP. Gurobi 10.0.1

was used to test the performance of Gurobi. We have set a time limit of 600 seconds for each

instance.
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mglob current mglob 0.2.2 SCIP Gurobi

Instances solved correctly within time limit 342 203 464 548

Instance with errors 3 90 2 0

Instance with incorrect bounds 7 133 5 9

Instances solved within time limit by all

solvers

186 186 186 186

Shifted geometric mean time 1.86 1.35 0.60 0.03

Instances with finite lower and upper bounds 553 330 737 788

Instances with finite lower and upper bounds

by all solvers

296 296 296 296

Average relative gap for instances having

finite bounds by all solvers

0.28 0.29 0.08 0.09

Table 5.1: Comparison of mglob current, mglob 0.2.2, SCIP, and Gurobi

Table 5.1 summarises the results obtained for all three solvers. We see that Gurobi solves

the maximum number of instances within time limit, followed by SCIP, then current mglob

comes third, and mglob 0.2.2 solves the least. mglob 0.2.2 had 90 instances for which it

failed. These were common errors reported like invalid memory access, use of uninitialized

pointers, accessing freed memory, etc. Currently, mglob fails on only three instances, while

SCIP fails on two instances, and Gurobi does not report any errors. There were 133 instances

in mglob 0.2.2, which gave incorrect solutions. A solution is considered incorrect when the

lower bound obtained is more than the upper bound available in MINLPLib or when the upper

bound obtained is less than the lower bound available in MINLPLib. Currently, there are seven

instances where such incorrect solutions are obtained, and we see that these are numerical

issues within the solver. SCIP has five instances providing incorrect solutions, which are only

numerical issues, and Gurobi has nine.

Looking at the shifted geometric mean of time taken to solve, we see that current mglob is

worse than that of mglob 0.2.2. This is because we use only 188 instances solved by all solvers

within time limit. These are easy instances, and some techniques discussed in this thesis, like

OBBT and bt-reliability branching, which solve many LPs at the root node, are optional to solve

them. This can be observed further by the fact that 253 more instances in current mglob have
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both finite upper and lower bounds compared to mglob 0.2.2.

We can thus conclude that current mglob significantly performs better than mglob 0.2.2.

It is more stable, gives correct solutions for most instances within tolerance, and is reasonably

faster. While the current mglob does not perform as well as SCIP 8.0.2 or Gurobi 10.0.1, many

promising future developments can be done so that mglob can become a more competitive

solver. We describe some of the future work in the next section.

5.2 Future Work

There are several promising future research directions and further development of our solver

for MIQCQO problems and general nonconvex problems.

Exploiting convexity - Our convexity detection algorithm described in Section 2.2 detects

convexity for each constraint separately. For convex constraints in nonconvex problems, one

can use stronger relaxation techniques rather than McCormick relaxation as currently done in

mglob. Consider a problem with the following constraints

(2x1 +3x2− x3− x4)
2 ≤ 1,

x1 +3x1x3 ≤ 5.

Currently, mglob will create a McCormick relaxation for each quadratic term (x2
1,x1x2, etc.)

in the first constraint as well for x1x3 in the second constraint. We can easily relax the first

constraint by adding tangent inequalities at some points, and the second constraint can be

relaxed using McCormick relaxation. Such reformulations and relaxations can also be aimed at

constraints, which are convex in some variables and nonconvex in other variables.

Bound Tightening - Many advanced bound tightening approaches in the literature can be

explored. For instance, reduced cost bounding as described in [117], faster OBBT operations

[77, 46] etc. Other presolving techniques like probing, as done for MILO problems, can also be

implemented to improve the coefficients further or tighten the bounds of the variables.

Cuts - As seen in Chapter 3, our cutting plane algorithm can potentially generate several cuts
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for a problem. A good cut selection strategy that identifies deeper cuts can be considered to

integrate our cuts nicely with a general purpose solver. Our cuts are quite dense since they

depend on the optimal simplex tableau. A good sparsification strategy that produces deep cuts

can also be studied. One can add more cutting planes like the αBB cuts, semidefinite cuts,

disjunctive cuts, etc., for MIQCQO problems.

Branching - We have presented bt-reliability branching setup in Section 4.3.5. It has a

parameters like MAXCANDS, τ . A tuning of these parameters such that the algorithm works

well for a diverse set of instances can be studied. One can also implement branching strategies

based on machine learning as discussed in [76] and others.

Heuristics - Currently, our solver only does multi-start local search for problems with no

integer variables. Other heuristics can also be implemented, like feasibility pump, diving, large

neighborhood search etc. Metaheuristics like particle swarm optimization, genetic algorithm,

and ant colony optimization can also be tried. These give good quality feasible solutions at the

start of the root node so that faster tree pruning can be achieved.

Integration with MILO solver - Many convex MINLO solvers, including those in Minotaur,

solve MILO relaxation of MINLO problems instead of LO relaxation. These algorithms then

use a single tree exploration for MINLO and MILO subproblems. Similar techniques for

nonconvex problems can be implemented. This also allows to add cuts based on specific MILO

structures like knapsack cuts, flow cover cuts, Gomory’s mixed integer cuts, etc.

Parallel computations - Many tree search based algorithms can be easily parallelized to

improve the performance. Shared memory parallel extensions to our sB&B algorithm are

an evident future work. Apart from parallelizing sB&B, many other components, like the

presolver, heuristics, etc., can also be parallelized.
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