Autumn Semester 2020 December 31, 2021

IE 605: Engineering Statistics

Solutions of tutorial 7

Solution 1
Given: U ~ Uniform(0,1)

* To show: Both —logU and —log(1 — U) are exponential random variables.

Solution:

Since U ~ Uni form(0, 1), the pdf is given as

1, O<u<l1
fu(u) = and Fy(u) = u, O<u<l
0, otherwise

We have Y = g(U) = -log(U)
Sincei (U)—i(—lo (U))—_—1<O for0 <u<1
) T TN T
—> ¢(U) is a decreasing function.

As U ranges between 0 and 1, —log(U) ranges between 0 and co — Y €
(0, 00).

Now fory > 0,y = —log(u) = u=-e Y, sog (y) =e Y.
Therefore, for y > 0,

Fy(y) =P{Y <y} =P{X 2 ¢ '(y)}
=1-Fx(97'(v))
=1—-Fx(e?)=1—e".

and Fy (y) =0, fory < 0.

= Y ~ Exponential(1l)
Now we have Y = g(U) = -log(1-U)

d d
Since wg(U):w(—log(l—U)):i > 0, for0 <u<1

= ¢(U) is a increasing function.



As U ranges between 0 and 1, —log(1 — U) ranges between 0 and oo —
Y € (0,00).

Now fory > 0,y = —log(l —u) = u=1—¢Y s0og '(y)=1—e7Y.
Therefore, for y > 0,

Fy(y)=P{Y <y} =P{X < g '(y)}

= Fx(9'(y))
=Fx(l—e¥)=1-¢".
and Fy (y) =0, fory < 0.

= Y ~ Exponential(1)

* To show: X = log (%) is a logistic(0,1) random variable.

Solution:
1-U
X =¢g(U)=-1 .
g(U) 0§~
1
Th -1 _
eng () T
o
Thus fx(x) = 1x | Ew=nE |
eV
:7(1_'_6714)2 —oo <y <oo,

= X ~ logistic(0, 1) random variable.

Solution 2

Given: The Box-Muller method for generating normal pseudo-random variables is

based on the transformation

X1 = cos(2nUr)/ —2log(Us), Xo = sin(2nU1)/ —2log(Us)

where U; and Uy are iid Uni form(0, 1).
To prove: X; and X are independent Normal(0, 1) random variables.

Solution:

Since Uy and Uy are iid Uni form(0, 1), the joint pdf is given as

fU1,U2(u17u2):17 0§U1,U2§ 1.



We are given

X1 = cos(2wUr)y/ —2log(Uz), and Xy = sin(27U71)+/—2log(Us)

— U; = itan_l <X2) , and Uy = e_%(X%"’X%)

21w X1

oU; SU1
fone T |0X1 0Xo
Jacobian:J = Sts SU
0X1 0Xo

_ —Xs X 1

2m(X3?+X32) 2m(X2+X3) — o a(XPHX3)
(—X1)e 2XIHXD) (L X,)e 2 (XTHXD)| 27

The joint pdf of X; and X5 is

1 1 2 2
—5(X7+X.
le,XQ(xlv'fBQ)_ie 2( 1+ 2)7 _OOleuxQSOO

Cor
1 1/v2 1 1/v2
— —5(X7) —3(X%) — < <
e 2 . e 2 5 O ST ,$ S o0
V2T V2T b

= X and X are independent Normal(0, 1) random variables

Solution 3

Given: Park et.al. (1996) describe a method for generating correlated binary variables
based on the following scheme:
Let X1, X2, X3 be independent Poisson random variables with mean A1, Az, A3

respectively, and create the random variables
Y1 =X+ X3 and Yo = Xo + X3.

1. To show: Cov(Y7,Ys) = As.

Solution:

COU(Yl, Yg) = CO’U(Xl + X3, Xo + Xg)
=Cov(X3,X3) = )\3 since X1, X2 and X3 are independent.

2. Define Z; = H(Y;, = 0) and P = e*()\¢+)\3).

To show: Z; are Bernoulli(p;) with

orr _ pipa(e? — 1)
CorrlZr, 22) VoL = p1)y/p2(l —pa)

Solution:

1, ifX; = X3=0

0, otherwise
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P(X; =0,X3 =0) = e~ NitAs),
Therefore Z; are Bernoulli(p;) with E [Z;] = p;, Var(Z;) = pi(1 — p;) and

E[Z17s) = P(Z1 = 1,75 = 1)

P(Y1 =0,Y2 =0)

— P(X1 + X3 =0, X5 + X3 = 0)
=P(

X1 =0).P(X2=0).P(X3=0)
= e Me MM,

Therefore,

COU(Zl, ZQ) =E [21Z2] —-E [Zl] E [ZQ]
— e Mg A2 A3 _ e*(>\1+/\3)e*(/\2+>\3)

e~ (A14A3) ;—(A2+A3) (63 _ 1)

= pip2(e™® —1).

)\3 -1
Thus Corr(Zy, Zs) = 7 1P1P;§ = )1 —.
1(1— 2(1 — p2

Solution 4

The given algorithm is the Acceptance-Rejection method (indirect method) of random
variable generation for some desired choice of distribution f.

P(Y <9)= PV <y|U < fr(V)
PV <yU < Ly (V)
PU < 1r(V))
_ Jo fo%fY(v) du dv

1
c

fy(v)dv

_ el fr(o)dv

= /Oy fy (v)dv

Thus, we may say that Y ~ f, and in this case, f = Beta(m,n)
You may refer to Sec. 8.2.4 from the book "Simulation Modeling and Analysis"

m»a~<

by Averill M. Law for a better understanding, in addition to the references already
suggested in class.



Solution 5

I(atb) a—1(1 b—1
_ NONOLA S
1. M = SUPy —F(a]15)

< o0, since a — [a] > 0and b — [b] > 0

r(apren ¥ -yl
andy € (0,1)
a® —ay,b—1
NOM Y .
2. M =sup, —p——— < oo, since a — [a] > 0and y > 0.
Y la] e—[a]yyb—l
T'(b)
Llatbd) a—1 b—1
. F(a)r(b)y (1-y) . . .
3. M = sup, t@nis STV 1 < o0, since a — [a] — 1 < 0 and
T([al+ D)

€ (0,1). b—1b" > 0 when &/ = [b] and will be equal to zero when b’ = b,

thus it does not affect the result.



